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ABSTRACT 
Due to the current technological growth, a number of strategies have been developed, and more are being 

developed to eliminate problems that arise in many fields. Big Data techniques are employed to effectively 

stored health data due to the continual and massive volume of data created by the human body. Furthermore, 

the most important procedure is the classification of health data since it must be carried out precisely in order 

to diagnose cardiac disease early. The database images are various in size to reduce the dimension the Modified 

Principal Component Analysis (MPCA) Algorithm is used. the proposed MPCA algorithm is act as a feature 

selection model to pick features. One of the best and most effective techniques for classifying medical data is 

the Modified Deep Convolutional Neural Network (MDCNN). It has been shown to work for a variety of 

hospitalized patients. Consequently, the simulation results show that this proposal enhances classification 

accuracy in experimental research for the detection of heart ailment.  Hence, the proposed method leads to an 

efficient usage of the resources and cost reduction. This approach assists the physician in taking suitable 

decision for giving a better treatment at right moment. 

 

1. Introduction 

The systematic provision of medical treatment to individuals or communities in order to ensure proper 

health is known as health care. Healthcare systems [1] are designed and formulated based on needs in 

a given community. The resources available differ from place to place, and it is also important that in 

a healthcare system with limited resources, the community health goals should be achieved in an 

efficient way [8]. A non-compromising quality healthcare system is must for gaining health equality 

for all, irrespective of individual social status and also for promoting a sustained good health, 

preventing and controlling diseases morbidity and mortality. Quality healthcare services can be 

achieved by inculcating digital healthcare technologies, which include artificial intelligence, nano 

technology, virtual reality, use of robots and robotic machines, 3D printing etc. They have a huge 

impact in future on health care. In today’s active society people with various work profile also mandate 

health monitoring system through routine checkups every 3 months / 6 months in a year. This has given 

rise to many diagnostic centers with door services. By this, huge amount of data is accumulated at the 

back end in the cloud or in the physical servers. Technology has penetrated into health care to the extent 

tomorrow robot’s / smart devices will replace doctor’s for pre diagnosis. Today many smart models 

are available in society which do not take the support of doctors / nurses [2].  

Health care is an application to computing areas like Pattern recognition, machine learning, Artificial 

Intelligence and Data Sciences. Earlier to these buzz words in technology, health care data was getting 

stored in devices which were a combination of electrical, electronic and mechanical concepts. These 

were being used to capture images and monitor patients’ clinical readings. Big Data has already drawn 

a remarkable attention for current researcher’s frontiers [4]. More attention is given to the big data 

because data collection has become much cheaper now. Data is growing tremendously as it is generated 

by low-priced several information-sensors like mobile devices, wireless sensor networks, cameras, etc. 

“Big Data and Hadoop” employ an important role in analyzing huge quantity of data in a real-time. 

The health checkup data is the most imperative dataset in research field [19]. 

Big Data 

“Big Data: it’s not the data”. In mid 1990s, the word “big data” is emanated in the lunch-table 

conversation at Silicon Graphics Inc. It became widespread in 2011 [15]. Over the years, the definitions 

of big data is evolving leading to the confusion in the mind of researchers. 7Vs of BD as shown in 
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Figure 1. 

 

Figure 1. 7 Vs of Big Data 

The goal is to advance current business intelligence (BI) trends that are more profound. Big data 

analytics has several advantages for businesses, as shown in Figure 2, including a significant increase 

in operational efficiency, improved customer service, the discovery of new and diverse items in a 

cutthroat market, and more. 

 

Figure 2. Big Data Analytics Opportunities 

There are multiple sections to the paper. The pertinent study conducted by several different researchers 

is reviewed in the section II that follows. A description of the suggested system's framework is given 

in part III. Section IV provides a description of the experimental outcome and remarks. Section V 

provides a conclusion to the suggested task. 

 Literature Review 

To improve clinical care, produce new knowledge, and streamline public health surveillance, Roberta 

Pastorino et al. [5] give an overview of best practise projects relating to Big Data analytics in the public 

health and oncology sectors. Sebastian Salas et al. [15] examined many concerns linked to health care 

big data, such as privacy and data protection, availability of information, consistency of data, 

interoperability, management, and governance, and offered a balanced framework to handle the issues. 

Clemens Scott Kruse's evaluation [7] set out to outline the drawbacks of big data analytics as well as 

the opportunities it offers the healthcare industry. Mumtaz Karatas et al.'s main objective [16] is to 

give readers a review of articles that touch on Industry 4.0, Big Data, and healthcare operations, 

together with insights into the future. Based on our analysis, BD is one of the key Industry 4.0 

technologies available to the healthcare industry. The review of literature by Nishita Mehtaa and Anil 

Pandit [9] tries to determine the breadth of Big Data in health care, as well as its applications and 

hurdles in adoption. Establishing (big) information management, creating a knowledge transfer 

culture, implementing security measures, and training key individuals to apply Big Data analytics are 

some of the hurdles [10]. They also want to figure out how to overcome the difficulties. The goal of 

the study by Rakesh Raja et al. [20] is to assess the potential applications and adoption hurdles of big 

data analytics in healthcare, as well as the extent of its use [17]. The essay also covers the massive 
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amounts of data generated by different healthcare systems, its features, the numerous challenges 

associated with managing big data, and the ways in which big data analytics helps to acquire insightful 

knowledge from these data sets. In summary, the essay reviews the literature on big data in healthcare 

and lays the groundwork for future studies in the field. The impact of big data in healthcare and the 

several Hadoop technologies available to handle it are discussed by Sunil Kumar and Maninder Singh 

[11]. We also look at the conceptual architecture of clinical decision support systems, EHRs, 

text/imagery, and the history of data collection across several departments in big data analytics for 

healthcare. 

Big Data Challenges in Health Care 

Big data comprises of a large and complicated set of data that might be structured or unstructured. Data 

is continually created from a variety of sources, including research institutes, GPS data, and medical 

records. Health care data is also big data which is characterized by these 4 v’s as depicted below. 

Volume [11]: Health care data is voluminous in nature which debates the volume of characteristic of 

big data. For instance, pulse monitoring system records data every second for a patient in ICU. This 

may happen in days or months or years. Analyzing this data is only possible by transforming data from 

one space to another. 

Variety [11]: The data format of same attribute may vary as per the device manufactures and 

sometimes, it is also possible during conversion of unstructured to structured data may generate variety 

of data posing challenge to analysis [3]. 

Velocity [11]: The rate at which data is generated may also go incomparable as they are time sensitive, 

time can also be considered as integral part of the data. Many times, data is plotted on a x-y plot, which 

time is one of the axes to monitor time progression in patient. 

Veracity [11]: It relates to the information gained from various dataset’s trustworthiness, dependability, 

noise, and uncertainty. Unstructured data is, in general, very changeable and frequently incomplete 

In healthcare, big data analytics faces a number of issues, including data storage, adequate data 

collecting, and summarization. The structuring of the resulting data after it has been extracted from 

several layers is also a difficult undertaking [12]. Authentication, archiving, safeguarding, information 

retrieval, administration, and representation are some of the sub-processes. In addition, security 

standards and preservation mechanisms should be used to verify the quality of information at each level 

• Maintaining a longitudinal correlation between the patient and the records.  

• In order to make use of unstructured data, understanding of data is important.  

• Analyzing the substance of the missing health data. 

• Imaging data has a high dimensionality difficulty. 

• Maintaining patient identification privacy and security. 

• Analyzing genetic data is also a difficult undertaking that necessitates additional storage and 

processing resources. 

• Several sensors are used to record the patient's behavior and social interactions. 

Many organizations and individuals can benefit greatly from Big Data concept. Information science, 

data modelling, cloud services, machine learning, statistical modelling, and pattern recognition are all 

examples of big data applications. The appropriate and effective integration of such technology and 

analytical models aids in forecasting of future deviations [18]. However, since most big data tools are 

available as open source online, they might serve as an optional key for intruders and attackers. The 

benefits of big data applications also can expose a number of security and privacy concerns. When it 

comes to patient privacy and security, there needs to be a mechanism in place that assures patient 
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medical and personal information is secured and the security continues when used in analytical 

modelling. As a conclusion, the primary focus will be on open research challenges in medical big data 

analytics, with researchers paying specific attention to relevant key points. The research objectives in 

this research are: 

• The proposed framework is used for detection and prediction of heart disease. 

• This frame work builds an inexpensive device for detecting the early-stage cardiac problems [6]. It 

also detects Endothelium dysfunction and Arthroscleroses. 

• To test and validate the performance of proposed framework using various parameters like total 

time, accuracy, etc. 

• To propose a Dimensionality Reduction (DR) based deep learning framework which consists of 

features like preprocessing and classification etc. 

• To study and compared existing machine learning algorithms for data analytics 

 

2. Methodology  

In this research work a detailed framework has been proposed to encapsulate the gap in healthcare 

analytics to data acquisition. Data collected from various devices and various diagnostic centres are 

collected in a time sorted manner to understand the sequence of occurrences. The data passes through 

a process of clean up to avoid redundant and missing data, A detailed framework is depicted pictorially 

to indent the purpose of this research work in the figure 3. 

 

Figure 3. Proposed framework 

Initially the images are obtained from the database. Then the imagers are cleaned for further step.  The 

DR Classifiers are the algorithms utilized in deep learning techniques.  

The data has several dimensions and levels of complexity. Consequently, a technique that may reduce 

the complexity of data is required. The aim of complexity reduction is to minimise classification errors. 

One kind of complexity reduction that is accomplished using the Modified Principal Component 
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Analysis (MPCA) algorithm is called dimensional reduction. By leveraging previously acquired 

eigenvectors and eigenvalues to retrieve the attributes of the dataset, multidimensional reductions with 

MPCA can reduce dimensional complexity [13]. 

The linear transform is expressed as: 

𝑌 = 𝑇𝑋         (1) 

X and Y represent the original and modified vectors, respectively, when T is the transform matrix. The 

following expression can be used to solve the transformation matrix T: 

(𝜆𝐼 −  𝑆)𝑈 =  0   (2) 

Where  I, S, U, and λ are the square matrix, the covariance matrix, and the eigenvalues. 

The transformation matrix T' was written by following equations: 

𝑌 ′ = 𝑇′𝑋              (3) 

It is evident from equations 3 that there is a discrepancy in the transform matrix and, eventually, in the 

sample that was utilised to determine the covariance matrix. 

Here MDCNN classifier is used for classification tasks [14]. In this way, every supplied feature is 

received by the MDCNN classifier. Every input has weights associated to it that are randomly assigned 

values. The input parameter and the linear function of all connected input layers are added by the 

hidden nodes in the subsequent hidden layer. To get the desired outcome, the backpropagation 

approach is improved by using random edge weights. This is how optimisation works. The activation 

technique is then used to send the output of this layer to the next layer. 

The provided feature values and their corresponding weights are in equations (4) and (5): 

                      𝐺𝑖 =  {𝐺1. 𝐺2 … . 𝐺𝑛} (4) 

                     𝑅𝑖 =  {𝑅1. 𝑅2 … . 𝑅𝑛} 5) 

 

F stands for the input value, 𝐺1. 𝐺2 … . 𝐺𝑛, which indicates n selected features, and Wi stands for Fi i's 

weight value, which defines the n matching values of 𝑅1. 𝑅2 … . 𝑅𝑛. 

 

Then represent the provided feature values and their corresponding weights are in equations (6). 

 

𝐴𝐹𝑖 = 𝐶𝑖 ∑ 𝐹𝑖𝑊𝑖
𝑛
𝑖=1

    (6) 

  

Here, the exponential of Fi is specified by Ci, and the activation function Afi is specified. The 

aforementioned equations are applied to every layer of the MDCNN. Lastly, sum the values of all the 

input signals to calculate the output values for the output layer neurons. 

𝑅𝑖 = 𝐵𝑖 + ∑(𝑜𝑖𝑊𝑗)                        (7) 

 

                              

where Oi is the layer value of the previous output layer, Bi represents the hidden values of the layer, 

and Ri represents the output values of the previous equation. 

𝑊𝑐𝑖 = 𝛼𝛿𝑖(𝐹𝑖)              (8) 
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Error diffusion, momentum, and weight correction are represented across the network by 𝑊𝑐𝑖, and 

error is represented by 𝛿𝑖. 

Performance Measures 

The statistical methods are Sensitivity, Specificity, Accuracy, Precision, and Border error. 

Sensitivity= 
TP

TP+FN
×100%   (9) 

Specificity =
TN

TN+FP
×100%     (10) 

Accuracy=
TP+TN

TP+FP+FN+TN
×100%    (11) 

Border Error = 
FP+FN

TP+FN
×100%          (12) 

Precision =
TP

TP + FP
× 100          (13)      

3. Results and discussion 

This section will analyze the proposed MPCA based MDCNN model in terms of recall, accuracy, 

sensitivity, specificity, and precision. Furthermore, datasets with differing numbers of diabetes and 

heart disease cases are used to validate the results. A computer equipped with a 1 TB hard drive for 

file storage and 16 GB of RAM was used to evaluate the suggested approach. 

Table 1 overall analysis 

 

Algorithm Precision Recall 

RNN 90.3 80.3 

RBN 89.2 84.4 

proposed 98.4 98.7 

 

Table 1 and Figure 4 compare the recall and precision of the proposed MDCNN-based heart disease 

prediction and diagnostic system with the existing RNN and RBN systems. 

 

Figure 4. Performance analysis of various 

 

(a) 
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(b) 

Figure 5. comparison of error rates and time 

Figure 5 displays the error rate and temporal complexity of the suggested and current methods.  

Table 2 Performance Of Various Classification Algorithms. 

Algorithm DT SVM LR BOVW based 

MDCNN 

Sensitivity 92.34 85.322 97.42 98.78 

specificity 83.34 84.4218 92.04 98.95 

Accuracy 82.48 73.324 93.04 97.7 

 

Figure 6 displays the average classification analysis of the proposed MPCA based MDCNN model 

utilising the relevant heart disease dataset. The graph shows that the MPCA-based MDCNN model 

performed better than other comparison techniques, with an average accuracy of 97.7%, specificity of 

96.95%, and sensitivity of 97.78%. The SVM and DT models exhibit a moderate degree of accuracy 

over LR.  

 

Figure 6. The average classifier results 

Concurrently, the LR and suggested MPCA based MDCNN models yielded comparable but marginally 

accurate results. But in terms of classification accuracy and performance, the suggested MPCA based 

MDCNN model that was given performed better than the competitors. At 97.7%, the MPCA based 

MDCNN model demonstrated a high degree of accuracy. To reduce the use of humans as a resource in 

hospitals and clinics, technology innovation is required. This demand has spurred a slew of technology 

researchers to create clever algorithms that recognize, classify, and predict health-care data events. The 

low computing complexity of the SVM – machine learning algorithm gives it an advantage over today's 

most popular deep architectures. We are currently studying the integration of the MPCA with deep 

learning on mobile devices, as well as testing multiple models for improved heart disease prediction 

accuracy. 

4. Conclusion and future scope 

One of the leading causes of death is heart disease, which requires an accurate diagnosis early on in 

order to receive treatment. Deep learning algorithms are utilized in disease diagnosis. In this sense, the 

suggested methodology also makes use of a deep learning algorithm to anticipate cardiac disease before 
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it becomes worse. The suggested method involves the big data analytics with pre-processing the input 

data before feeding it into feature selection to choose the relevant feature. In this technique, optimal 

unsupervised feature selection algorithm is employed for identifying the relevant feature.  

Unsupervised feature selection is used because, by learning the knowledge, it solves problems and 

classifies the data without the need for labels. When choosing features for the heart disease model's 

diagnostic outcome, the MPCA performs better when the suggested MDCNN is applied. The 

effectiveness of the suggested BOVW based MDCNN model was confirmed with medical data. The 

study found that the proposed Modified was able to predict cardiac disease with a maximum accuracy 

of 97.7 percent and diagnose it with a maximum precision of 98.1 percent. 
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