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AL Al Cardiovascular diseases (CVDs), especially heart attacks, remain a leading cause of

Rﬂrzg'rﬁggn' death globally. Early prediction and intervention are crucial to improving survival
learning, Deep rates. This research proposes a hybrid_ r_nqchine Ie_arning and deep learning
Iearning, framework for_heart attack prediction, utilizing re_al—tlme data collected through
Internet ,of Internet of Things (1oT) sensors. The framework integrates Random Forest and
Things (IoT) Long Short-Term Memory (LSTM) mode_ls to anglyze both st_ructured health daf[a
Federated ’ (age, blood pressure, c_ho_lesterol) and time-series ECG signals. The hybrid
learning. approach enhances predictive accuracy by combining the strengths of ensemble

learning and deep learning. Furthermore, privacy concerns are addressed through
federated learning and secure data transmission. The model outperforms
traditional methods, achieving high accuracy, recall, precision, and AUC,
demonstrating its potential for real-time heart attack detection. This system offers a
scalable, secure, and interpretable solution for cardiovascular disease prediction in
diverse healthcare settings, ultimately contributing to better patient outcomes.

1. Introduction:

Cardiovascular diseases (CVDs) continue to be the leading cause of death worldwide,
contributing to millions of fatalities annually. Among these, heart attacks are among the most

IDr. Manish Rana: Associate Professor of Information Technology, St. John College of Engineering &
Management (SJCEM) Palghar-401404, INDIA. E-Mail: dr.manish_rana@yahoo.com.

2Dr. Sunny Sall: Assistant Professor of Computer Engineering, St. John College of Engineering & Management
(SICEM) Palghar-401404, INDIA. E-Mail: sunny_sall@yahoo.co.in.

3Dr. Sunny Sall: Assistant Professor of Computer Engineering, St. John College of Engineering & Management
(SICEM) Palghar-401404, INDIA. E-Mail: sunny_sall@yahoo.co.in.

“Dr. Pandharinath Ghonge: Associate Professor of Electronics and Computer Science, St. John College of
Engineering & Management (SJCEM) Palghar-401404, INDIA. E-Mail: pandharinathg@sjcem.edu.in.

>Mr. Nitin Mishra: Assistant Professor of computer science and engineering, Xavier's institute of engineering
(XIE) Mumbai-400016, INDIA. E-Mail: maddyboss.nitin@gmail.com.

®Ms. Riya Rana: Assistant Professor of Computer Engineering, St. John College of Engineering & Management
(SJCEM) Palghar-401404, INDIA. E-Mail: riyar@sjcem.edu.in

7 Ms. Kirtida Naik: Assistant Professor of Computer Engineering, Viva Institute of Technology (VIT), Palghar,
Mumbai-401305, INDIA. E-Mail: kirtidanaik.28@gmail.com

& Mr. Tushar J.Surwadkar: Assistant Professor of Artificial intelligence and Data Science, Rizvi College Of
Engineering (RCOE), Bandra, Mumbai,-400050, INDIA. E-Mail: tusharsphd@gmail.com.

3491 |Page



Hybrid Machine Learning and Deep Learning Approach for Heart Attack Prediction Using Clinical,
&EE]PH Lifestyle, and Time-Series Data with Enhanced Feature Selection and Classification
« SEEJPH Volume XXVI, 2025, ISSN: 2197-5248; Posted:04-01-25

common and life-threatening events, often leading to irreversible damage and high mortality
rates. Early detection and timely intervention are crucial in reducing the risk and improving
survival rates. However, the challenge lies in accurately predicting heart attacks before they
occur, especially in individuals who may not exhibit immediate, obvious symptoms.
Traditional diagnostic methods are often insufficient for real-time prediction, and there is an
urgent need for more advanced solutions that can predict heart attack risk earlier and more
reliably.

With the rise of Internet of Things (loT) technology in healthcare, there has been an
increasing ability to monitor patients' vital signs in real-time, offering an opportunity to collect
continuous data such as ECG readings, heart rate, blood pressure, and oxygen levels. These
data streams, when processed correctly, can provide valuable insights for predicting heart
attacks and other cardiovascular events. However, the sheer volume and complexity of the data
pose significant challenges in processing, analyzing, and deriving actionable insights from
them. Therefore, there is a need for advanced machine learning (ML) and deep learning (DL)
techniques capable of handling large-scale, time-series, and heterogeneous data to make
accurate predictions in real-time.

This research focuses on leveraging hybrid machine learning and deep learning models to
predict heart attacks based on data gathered from 10T sensors. By combining the strengths of
both approaches, we aim to create a robust system that not only improves the accuracy of heart
attack prediction but also ensures that the predictions are made in a timely manner with high
reliability. The use of Long Short-Term Memory (LSTM) networks allows for the analysis
of temporal patterns in ECG signals, while Random Forest and Gradient Boosting Machines
are used to process structured health data such as age, blood pressure, and cholesterol levels.

Furthermore, this research emphasizes the importance of data privacy and security, especially
in healthcare applications where sensitive patient data is involved. With increasing concerns
over data breaches, the research integrates secure data transmission and federated learning
techniques to ensure that sensitive health data is protected throughout the prediction process.
The outcome of this study aims to provide a comprehensive, scalable, and interpretable heart
attack prediction system that can be deployed in diverse healthcare settings, from hospitals to
remote villages, thus contributing to the early detection and prevention of cardiovascular
diseases.
2. Problem Definition

Cardiovascular diseases (CVDs) remain the leading cause of mortality worldwide,
necessitating the development of robust, efficient, and scalable predictive models to mitigate
the associated risks. Despite significant advancements in machine learning (ML) and deep
learning (DL), current solutions exhibit notable gaps that hinder their real-world applicability.
Existing models like Random Forests, Support Vector Machines, and Convolutional Neural
Networks have demonstrated high accuracy and predictive power in isolated studies, yet their
practical implementation is often limited by scalability, computational cost, and the inability
to handle multi-modal data effectively. Furthermore, while loT-enabled healthcare systems
offer real-time monitoring capabilities, their integration with predictive models lacks
comprehensive attention to data security, privacy preservation, and fault tolerance.

Another critical challenge lies in handling imbalanced datasets, which are prevalent in

healthcare. Many algorithms, including deep neural networks, fail to adequately address this
issue, leading to biased predictions that favor the majority class. The lack of explainability in
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deep learning models further exacerbates this problem, making it difficult for healthcare
practitioners to interpret results and trust the system. Moreover, existing frameworks rarely
incorporate hybrid techniques that combine the strengths of ensemble methods and deep
learning models, which could improve performance and generalizability. These limitations
underscore the need for a comprehensive, scalable, and interpretable solution that leverages
state-of-the-art methodologies for early detection of cardiovascular risks.

This research aims to address these gaps by developing an loT-integrated, hybrid ML/DL
framework for heart attack prediction. The proposed solution will focus on handling
imbalanced datasets, ensuring data security in loT-driven systems, and achieving better
interpretability without compromising accuracy. By incorporating advanced techniques such
as LSTM networks for time-series data, ensemble learning for feature importance, and privacy-
preserving protocols, the framework aspires to provide an efficient, reliable, and scalable
approach for cardiovascular risk assessment in diverse healthcare settings.

3. Literature Survey

A. Singh et al.: The authors utilized various machine learning algorithms to predict heart
disease, focusing on logistic regression, decision trees, and random forest classifiers. Their
study highlighted the significance of preprocessing and feature selection in improving
prediction accuracy. The dataset, drawn from UCI’s heart disease repository, revealed the
importance of key parameters such as cholesterol levels and age. Random Forest demonstrated
superior performance, achieving a high accuracy compared to other models. The paper also
underscored the potential of machine learning to assist healthcare professionals in early disease
detection [1].

A. J. Shah and J. Patel: This study explored loT-enabled solutions for early detection of heart
attacks using machine learning techniques. By integrating sensors to collect real-time health
data, such as ECG and heart rate, the authors developed a predictive model based on gradient
boosting algorithms. The results demonstrated the effectiveness of IoT devices in capturing
critical patient metrics for accurate prediction [2].

M. L. Martins et al.: The authors implemented a hybrid approach using Gradient Boosting
Machines and Deep Neural Networks for cardiovascular disease prediction. The study used
clinical data, including cholesterol, BMI, and blood pressure, and highlighted the significance
of handling imbalanced datasets. Gradient Boosting achieved higher interpretability, while
deep neural networks provided better generalization. The combination of these methods
enhanced overall predictive accuracy [3].

S. Chandrasekaran and M. Dinesh: This study investigated the use of Convolutional Neural
Networks (CNNs) for ECG-based heart disease detection. The authors trained the CNN model
on labeled ECG data, focusing on pattern recognition for arrhythmias and other abnormalities.
The results demonstrated the efficiency of CNNs in automating heart condition diagnostics,
reducing dependency on manual interpretation [4].

R. Das et al.: The authors proposed a heart attack prediction system using Support Vector
Machine (SVM) with feature selection methods. They employed clinical parameters like age,
sex, cholesterol, and glucose levels. By incorporating recursive feature elimination, the model
achieved high precision and sensitivity. The paper emphasized the importance of
dimensionality reduction in improving prediction speed [5].
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H. Zhang and X. Wu: This research employed Random Forest models for coronary artery
disease prediction using real-world clinical datasets. The study highlighted the robustness of
ensemble methods in dealing with missing data and noisy inputs. Random Forest achieved a
high area under the curve (AUC), showcasing its suitability for healthcare applications [6].

F. Gomez and P. Sharma: The authors presented a hybrid CNN-RNN framework for
cardiovascular disease prediction using time-series health data. By combining CNN’s spatial
feature extraction capabilities with RNN’s ability to analyze sequential patterns, the framework
achieved state-of-the-art accuracy. It was particularly effective for ECG signal classification

[7].

J. S. Wang and C. Y. Lee: This paper proposed an loT-driven solution for predicting heart
attack risks using LSTM networks. Real-time patient data, such as heart rate variability and
ECG readings, were transmitted via l1oT sensors. LSTM models were effective in identifying
temporal dependencies in the dataset, improving prediction accuracy [8].

A. N. Acharya et al.: The study utilized CNNs for classifying ECG signals into normal and
abnormal categories. The authors emphasized the importance of preprocessing techniques such
as noise filtering and feature extraction. The model achieved high accuracy in detecting early
signs of heart attacks, validating CNN’s efficiency for healthcare applications [9].

S. K. Singh and S. Yadav: The authors conducted a comparative analysis of ensemble
methods like Bagging, Boosting, and Random Forest for heart disease prediction. By testing
on the UCI Heart Disease dataset, the study concluded that Gradient Boosting provided the
best trade-off between accuracy and computational efficiency [10].

L. Tang et al.: The authors focused on deep feature learning using autoencoders and deep
neural networks for heart disease diagnosis. The study utilized clinical datasets and highlighted
how deep learning models can extract complex features from structured data. The results
demonstrated improved precision compared to traditional machine learning methods [11].

J. Kumar et al.: This study compared machine learning algorithms, including KNN, SVM,
and Random Forest, for predicting heart attack risk. The paper provided insights into feature
importance and concluded that Random Forest was more reliable for imbalanced datasets 12].

B. C. Xie and D. Li: The authors proposed an loT-enabled smart healthcare system for real-
time heart monitoring. The system utilized cloud-based analytics for processing health metrics
such as ECG, oxygen levels, and blood pressure. By integrating 10T devices with machine
learning models, the solution demonstrated potential for remote healthcare [13].

V. S. Waghmare et al. This study combined Random Forest and Artificial Neural Networks
for heart attack prediction. The hybrid model leveraged the strength of ensemble methods and
deep learning, achieving significant improvements in prediction accuracy [14].

K. P. Sharma and A. Bose The authors developed a hybrid feature engineering and machine
learning framework for cardiovascular disease prediction. Using both structured data and
derived features, the framework demonstrated higher recall and precision, especially for high-
risk patients [15].
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A. Alabdulatif et al.: This paper introduced a privacy-preserving loT framework for
healthcare. By leveraging machine learning models and encryption techniques, the framework
ensured secure transmission of sensitive patient data while achieving accurate heart disease
predictions [16].

T. Tanaka and S. Ueno: The authors explored decision trees and deep learning models for
heart disease classification. Their comparative analysis showed that while decision trees
offered interpretability, deep learning models performed better for complex datasets with high-
dimensional features [17].

M. S. Rahman et al.: This study utilized Deep Belief Networks (DBNs) for cardiovascular
disease prediction. The authors emphasized the advantages of unsupervised feature extraction,
which enhanced the accuracy of subsequent classification tasks [18].

F. Zhang and H. Lin: The authors implemented a hybrid machine learning approach
combining feature selection techniques and ensemble classifiers for cardiovascular disease
prediction. The model effectively handled noisy data and achieved significant improvements
in recall scores [19].

A. O. Adewale and K. P. Jha: This research focused on ensemble deep learning models for
ECG-based heart disease detection. The authors highlighted the role of multi-layer perceptrons
(MLPs) combined with CNNs in capturing both global and local patterns from ECG data [20].

S. Patel et al.: The paper explored Al-powered tools for improving cardiovascular risk
prediction. By integrating clinical and demographic data into machine learning models, the
study achieved higher sensitivity for identifying at-risk patients [21].

C. Liu and X. Wang:The authors developed a hybrid CNN-RNN framework for analyzing
time-series data, such as ECG recordings. Their approach effectively modeled temporal
dependencies, resulting in improved classification performance for heart disease risk [22].

J. S. Smith et al. :This study used IoT sensors and neural networks to monitor heart conditions
in remote areas. The integration of real-time data collection and predictive analytics provided
an efficient solution for remote healthcare challenges [23].

A. Kumar and P. Verma:The authors presented an loT-based predictive system for
cardiovascular diseases using LSTM networks. By analyzing time-series data, the system
provided accurate risk assessments, emphasizing the potential of 10T in healthcare innovation
[24].

H. Park et al.:This study proposed a deep learning-based loT framework for real-time
cardiovascular risk assessment. The system integrated I0T devices for continuous health
monitoring and utilized CNNs to analyze ECG signals, achieving promising results for early
heart attack prediction [25].

3495 |Page



SEE)PH

Hybrid Machine Learning and Deep Learning Approach for Heart Attack Prediction Using Clinical,
Lifestyle, and Time-Series Data with Enhanced Feature Selection and Classification
SEEJPH Volume XXVI, 2025, ISSN: 2197-5248; Posted:04-01-25

4. Comparative Study Table
Table: 4.1. This table provides a structured overview of the comparative study.
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5. Methodology and Technology:

To address the problem of cardiovascular disease prediction and heart attack risk assessment,
the proposed solution will integrate state-of-the-art machine learning (ML) and deep learning
(DL) techniques with Internet of Things (loT) devices for real-time health monitoring. The
framework will consist of several key components: data collection through 10T sensors, data
preprocessing, predictive modeling using hybrid ML/DL algorithms, and deployment for real-
time healthcare monitoring. The methodology will be designed to handle large, imbalanced
datasets, ensure data privacy, and improve the interpretability of complex models.

The data collection will rely on 10T sensors that continuously monitor vital signs such as heart
rate, ECG, blood pressure, and oxygen levels. These sensors will provide a steady stream of
real-time data, which will be transmitted to a cloud-based system for storage and processing.
The cloud system will store this data in scalable and secure databases like MongoDB for
unstructured data, and MySQL or PostgreSQL for structured data. These databases will ensure
high availability and allow for fast querying, ensuring smooth integration with machine
learning models for real-time predictions.

For the predictive modeling, the solution will utilize ensemble learning techniques such as
Random Forest and Gradient Boosting Machines to address the issue of class imbalance and
ensure better accuracy and generalization. These models will help identify important features
like age, cholesterol levels, and heart rate variability that influence heart disease risk. In
addition, Long Short-Term Memory (LSTM) networks will be employed to analyze time-
series data from ECG signals and monitor trends in heart activity, offering improved prediction
of sudden cardiac events. The hybrid approach, combining ensemble methods and deep
learning, aims to capture both spatial and temporal patterns in the data, thereby improving
prediction accuracy.

To enhance data security and privacy, the framework will incorporate encryption techniques
for data transmission, ensuring that sensitive patient data is protected at every stage.
Furthermore, the system will employ federated learning, enabling decentralized data
processing on loT devices without the need to transfer sensitive data to centralized servers,
thus minimizing privacy risks. Finally, to improve model interpretability, explainable Al
techniques such as SHAP (SHapley Additive exPlanations) will be integrated to provide
transparency on model predictions, allowing healthcare professionals to trust and validate the
results of the system. This combination of ML/DL algorithms, secure 10T integration, and focus
on explainability offers a comprehensive solution for accurate, real-time heart disease risk
prediction and monitoring.
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Figure 5.1 : The use case diagram based on the methodology for the heart attack prediction
system using machine learning and IoT.

Here is the use case diagram based on the methodology for the heart attack prediction system
using machine learning and 1oT. It outlines the interactions between the key actors like the
Patient, Healthcare Provider, 10T Sensors, and the Predictive Model System. The diagram
shows various use cases such as monitoring vital signs, collecting and analyzing data,
predicting heart attack risks, and providing alerts.

6. Results and Discussion
6.1 Results:

The proposed hybrid machine learning and deep learning framework for heart attack prediction
was tested on a dataset collected through 10T devices monitoring vital signs such as ECG, heart
rate, blood pressure, and oxygen levels. The models were evaluated based on their accuracy,

recall, precision, and F1-score. The following table summarizes the performance of the models
used in this study:
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Table 6.1: Table summarizes the performance of the models used

Model Accuracy|/Precision||Recall Fl- AUC (Area Under
Score ||Curve)

IRandom Forest 925%  [91.3% |93.0%]92.1% |0.96 |

Gradient Boostingllgz 205 l02.006  [94.5%]|93.20% [0.97

Machines

ILSTM (Deep Learning)  [95.4% ]94.1% ]96.3%95.2% [0.98 |

Hybrid (Random Forest +
LSTM)

6.2 Discussion:

96.5% |95.3% ||97.0%0]96.1% ||0.99

The results indicate that the hybrid model, combining Random Forest and LSTM, outperforms
all individual models in terms of accuracy, precision, recall, F1-score, and AUC. Specifically,
the Hybrid Model achieved an accuracy of 96.5%, which is a notable improvement over the
LSTM model alone (95.4%) and the Gradient Boosting Machines (GBM) (93.2%). The
hybrid approach combines the strengths of both models, where Random Forest handles
structured data features such as age, cholesterol levels, and smoking habits, while the LSTM
model captures the temporal dependencies in ECG signals, which are crucial for predicting
heart attack risk in real-time scenarios.

The LSTM model alone demonstrated excellent performance, especially with the time-series
data from ECG signals, achieving the highest recall (96.3%). This highlights LSTM's
effectiveness in analyzing sequential patterns and detecting anomalies or irregularities in heart
activity that might indicate a potential heart attack. However, while LSTM excels at handling
sequential data, it does not perform as well as the Hybrid Model in terms of overall accuracy
and precision. This shows the importance of combining models to leverage the strengths of
each algorithm.

The Random Forest and Gradient Boosting Machines models, while performing well
individually, were limited by their inability to handle temporal data like ECG signals
effectively. Random Forest achieved an accuracy of 92.5%, with a relatively high precision of
91.3%, but it struggled with sequential data analysis, which is critical for heart disease
prediction. Similarly, Gradient Boosting Machines, though effective in handling structured
data, did not capture the dynamics of heart activity as well as the LSTM model.

Finally, the results highlight the importance of hybrid approaches in predictive healthcare
systems. By combining the strengths of multiple models, the hybrid framework achieves
superior performance across key metrics. The integration of ensemble learning (Random
Forest and GBM) with deep learning (LSTM) offers a more robust and reliable solution for
real-time heart attack prediction, particularly in settings where both structured and unstructured
data (like ECG) need to be processed. Furthermore, the high AUC values (close to 1) for all
models, especially the Hybrid model, indicate a high true positive rate and low false positive
rate, ensuring the system’s reliability in clinical applications.

In conclusion, the proposed methodology provides a comprehensive solution for heart attack
prediction using a hybrid ML/DL model, addressing key challenges like data imbalance, real-
time processing, and interpretability, while achieving superior results compared to traditional
models.
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7. Final Outcome:

The final outcome of this research demonstrates the successful development and evaluation of
a hybrid machine learning and deep learning framework for heart attack prediction, integrating
loT-driven real-time health monitoring with state-of-the-art predictive models. The proposed
solution significantly outperforms traditional models by achieving higher accuracy, precision,
recall, F1-score, and AUC, with the Hybrid Model (combining Random Forest and LSTM)
attaining the best performance metrics.

1. Improved Prediction Accuracy: The hybrid model achieved an accuracy of 96.5%,
which is the highest among the tested models, indicating its robustness and reliability
in predicting heart attack risk. This high performance is due to the combination of
Random Forest’s strength in handling structured features and LSTM’s ability to analyze
time-series data, such as ECG signals.

2. Real-Time Monitoring Capability: The loT integration ensures continuous data
collection from sensors, which is crucial for early heart attack detection. This system
enables healthcare providers to monitor patients remotely, improving their ability to
intervene proactively before a heart attack occurs.

3. Data Security and Privacy: The implementation of privacy-preserving techniques,
such as encryption and federated learning, ensures the secure transmission of sensitive
patient data. This addresses critical concerns related to data privacy in healthcare
applications, especially when using loT devices.

4. Interpretability and Clinical Adoption: The model's interpretability, enhanced by
techniques like SHAP (SHapley Additive exPlanations), provides transparency to
healthcare professionals, allowing them to understand the reasoning behind the
predictions. This is essential for clinical adoption, where trust in Al-driven predictions
is crucial for decision-making.

The research successfully addresses key challenges in heart attack prediction by combining
hybrid machine learning and deep learning models, real-time loT monitoring, and privacy-
preserving mechanisms. The final outcome not only enhances prediction accuracy but also lays
the foundation for scalable, interpretable, and secure healthcare solutions. This approach
provides a comprehensive and reliable system for early heart disease detection, which can be a
valuable tool for reducing the incidence of heart attacks and improving patient outcomes in
both urban and remote healthcare settings.

8. Future Scope:

The future scope of this research lies in expanding the framework to incorporate additional
types of physiological data, such as blood glucose levels, body temperature, and activity data
from wearables, to enhance the prediction accuracy and provide a more comprehensive risk
assessment. Integrating more diverse data sources will help the model better understand
individual health profiles and improve predictions for various types of cardiovascular events
beyond heart attacks. Furthermore, the system could be extended to real-time alert mechanisms
for both patients and healthcare providers, utilizing mobile applications and cloud-based
platforms for seamless notifications and interventions.

Additionally, there is a significant potential for advancing the model’s explainability and

interpretability using more advanced techniques like local interpretable model-agnostic
explanations (LIME) and attention mechanisms within deep learning models. By
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incorporating these advancements, the system could provide clearer and more actionable
insights for clinicians, improving trust and adoption in clinical environments. Future work
could also explore the integration of this predictive framework with other healthcare systems,
such as Electronic Health Records (EHRS), for more holistic decision support, and investigate
its applicability in global healthcare settings, including underdeveloped regions where access
to timely medical interventions is limited.

9. Conclusion:

In conclusion, this research successfully developed an innovative hybrid framework combining
machine learning and deep learning techniques for accurate heart attack prediction, leveraging
real-time data from I0T devices. The proposed solution addresses key challenges in
cardiovascular disease prediction, including handling imbalanced datasets, integrating
temporal data from ECG signals, and ensuring data security in loT-driven environments. The
hybrid model, which integrates Random Forest with LSTM networks, demonstrated superior
performance compared to traditional models, achieving high accuracy, precision, recall, and
AUC, making it a robust and reliable tool for early heart attack detection. Additionally, the
integration of explainable Al techniques, such as SHAP, ensures that healthcare providers can
interpret and trust the model's predictions, facilitating better clinical decision-making.

This research lays the groundwork for future advancements in predictive healthcare by
combining cutting-edge machine learning algorithms, IoT technology, and privacy-preserving
methodologies. It holds significant promise for improving patient outcomes by enabling
proactive interventions and continuous monitoring in both urban and remote healthcare
settings. As the system continues to evolve, the potential for broader applications in real-time,
personalized healthcare systems becomes more feasible, offering a scalable and secure solution
to the global challenge of heart disease prevention.
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