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ABSTRACT 
This review provides a comprehensive synthesis of the latest developments in cancer detection and 

classification through the application of deep learning and machine learning techniques. An extensive range 

of methodologies is thoroughly assessed in the paper, encompassing Principal Component Analysis, Singular 

Value Decomposition, Autoencoders, Deep Belief Networks, Convolutional Neural Networks, and 

numerous architectures for cancer detection. The clinical implications and transformative potential of these 

computational approaches to improve the accuracy and efficacy of cancer diagnosis are highlighted. The 

paper presents an orderly supposition of the investigations conducted in the field, wherein each study 

introduced distinct approaches and methodologies aimed at augmenting early cancer detection and educating 

approaches to treatment. Although the results are encouraging, the article stresses the importance of 

conducting more extensive validations on a wide range of patient populations and investigating potential 

synergies with complementary technologies. The results obtained from these investigations represent 

substantial advancements in the field of biomedical informatics, offering innovative approaches that have 

the potential to revolutionize personalized medicine and healthcare.  

 

1. Introduction 

Cancer, a complex series of disorders distinguished by unusual cellular proliferation and propensity for invasion, 

presents a substantial healthcare dilemma. Malignant tumours, characterised by uncontrolled cellular 

proliferation and the capacity to metastasize, necessitate a comprehensive strategy for both identification and 

management. Early detection is critical for achieving effective intervention and an improved prognosis. In 

contrast, early warning signs, including chronic coughs, irregular blood loss, fluctuations in body weight, and 

changes in physiological patterns, frequently intersect with symptoms of alternative medical conditions, thereby 

impeding prompt diagnosis. The complexities of cancer, which encompass more than one hundred unique 

subtypes, arise from impairments in the integrity of DNA, specifically impacting genes that control cell division 

and growth. Environmental factors, such as specific viral agents, carcinogenic substances, and ionising radiation, 

have the potential to induce genetic mutations. 

In light of these obstacles, novel technological resolutions have surfaced, with Artificial Intelligence (AI), 

Machine Learning (ML), and Deep Learning (DL) emerging as particularly potent instruments in the realm of 

cancer management. These technological advancements examine complex datasets, including diagnostic 

imagery and electronic health records, uncovering nuanced patterns and correlations that are associated with 

cancer. AI algorithms have exhibited superior precision in detecting cancerous anomalies in medical images 

compared to human radiologists [1]. In addition, artificial intelligence models are making advancements in the 

direction of offering personalised treatment suggestions that are predicated on the distinct genetic composition 

of each individual. The application of AI, ML, and DL to lung cancer, the primary cause of cancer-related 

mortality, is illustrative. The utilisation of these technologies has greatly improved the precision of early 

detection through the analysis of complex patterns in medical visualisations, exceeding the limitations of human 

perception [2]. Additionally, through a careful examination of genetic characteristics and lifestyle decisions, AI-

driven approaches have the capability to detect individuals who are susceptible to developing lung cancer. 

Although AI, ML, and DL are still in their infancy as integrators in cancer diagnostics and prognostics, their 

potential for revolutionising the field is indisputable. This article examines the dynamic field of artificial 
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intelligence (AI) implementations in the identification of cancer, concentrating on pulmonary cancer. The 

objective is to emphasise the transformative capacity of these technologies in advancing patient outcomes and 

influencing the trajectory of cancer treatment. Moreover, in the realm of cancer research, AI's influence 

transcends clinical applications by expediting the discovery of innovative biomarkers, prospective 

pharmaceutical candidates, and therapeutic targets. By sifting through extensive datasets, AI-powered tools 

accelerate the drug discovery process, potentially reducing the time between the laboratory bench and the 

patient's bedside and providing hope to countless patients awaiting innovative therapies. 

The objective of this review is to present a thorough and inclusive analysis of the present condition of the field, 

with particular attention given to the significant advancements achieved in the diagnosis and treatment of lung 

cancer. The significance of AI, ML, and DL in shaping the trajectory of cancer care is emphasised, as they not 

only provide accurate treatment and timely detection but also instill renewed optimism regarding improved 

results for patients. 

DNA based Cancer Detection Methods 

Using ML and DL to find cancer in DNA is a cutting-edge method that takes advantage of the huge amount of 

genetic data that is now available. ML and DL models can find genetic mutations or markers linked to different 

types of cancer by looking at DNA patterns. This makes cancer detection very accurate and early. These complex 

algorithms can find small patterns and oddities in genetic information. This makes personalised medicine and 

better cancer treatments possible. 

I. Supervised Learning Methods 

DNA-based cancer diagnosis uses supervised learning to look at genetic information and find biomarkers related 

to cancer. Labelled datasets are used in these methods to connect certain genetic patterns with the presence or 

forms of cancer. These methods help make accurate cancer diagnoses and classifications by training and 

validating machine learning models like support vector machines (SVM) or random forests (RF). This leads to 

earlier spotting and more personalised treatment plans. 

1. Linear Models 

Support Vector Machine(SVM): 

The role of ML and SVMs has been nothing short of transformative in the field of cancer study, which is always 

changing. These strong formulas have changed the field over the years, making it easier to find and diagnose 

cancer. Looking at important turning points and successes in cancer research, along with the newest and most 

cutting edge ideas of 2023, as SVMs and other new methods continue to make their mark in the fight against 

cancer. 

At the start of the 2000s, Brown et al. [3] made a big discovery in the field of cancer study. The writers used 

SVM to sort microarray data and were able to tell the difference between cancer cells and normal cells with over 

90% accuracy. The author's SVM model did better than other methods, showing that the SVM is good at figuring 

out complicated patterns in high-dimensional microarray datasets. Guyon et al. [4] changed the field when they 

created Recursive Feature Elimination (RFE) for cancer classification with SVMs in 2002. This method for 

ranking genes found a small group of genes, which made the SVM predictor much more accurate and showed 

that SVMs could be used in cancer research. 

In 2003, Valentini et al. [5] showed off their clever way to find cancer. The author's method used bagged groups 

of SVMs, which made it a lot more accurate. DNA microarray data from breast cancer patients and healthy 

controls were used to test it. It did very well (93.3%), beating individual SVMs. 

In 2015, Guo et al. [6] used an SVM algorithm to find a group of DNA methylation biomarkers for NSCLC. 

This showed hope for creating a very accurate diagnostic test for this deadly disease. In 2022, Ray Bahado-Singh 

et al. [7] showed a potential way to find lung cancer early by combining an SVM classifier with AI and DNA 

methylation analysis. The author's SVM helped tell the difference between lung cancer cases and healthy 

controls. This shows that SVM-based ML combined with DNA methylation analysis could help doctors find 

lung cancer earlier. In their 2023 study, Hosseini et al. [8] looked at DNA methylation and gene expression data 

from people with stomach cancer as a whole. The writers found 256 DMPs and 2821 DEGs. The writers made 

a very good diagnostic model using the SVM classifier. In addition, the study found four DNA methylation 

probes that are linked to total survival. These results show good biomarkers for diagnosing and predicting 
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stomach cancer, which could have effects on finding the disease early and telling how well a patient will do. In 

2023, Venkatesan N et al. [9] came up with a useful way to find lung cancer using SVM that was improved by 

an Improved Weight-based Beetle Swarm Optimisation (IW-BS) method. The results are about the same as those 

of modern methods, which shows that SVM with IW-BS could be a good way to find lung cancer early. 

Logistic Regression(LR): 

The importance of early cancer detection has been heightened in light of recent advancements in medical and 

genetic technologies, with the intention of enhancing patient outcomes and decreasing cancer-related fatalities. 

Chen et al. [10] pioneered the development of a methylation-based circulating tumour DNA (ctDNA) assay, 

which presents a viable alternative to invasive methods in the identification of various forms of cancer. 

Particularly with regard to cases in their advanced stages, the research revealed a remarkable degree of precision 

in the detection of cancer. Furthermore, Ahlquist et al. [11] unveiled an innovative stool DNA test of the 

subsequent iteration designed to screen for colorectal cancer (CRC). Their study underscored the potential of 

stool DNA as a non-invasive instrument for detecting CRC by analysing methylated DNA and mutant KRAS 

DNA. 

In 2003, Sozzi et al. [12] established an innovative contribution when they demonstrated that free circulating 

DNA (cfDNA) could function as a diagnostic marker for the early detection of lung cancer, providing an 

exceptionally precise and non-invasive method. In their investigation of urine DNA methylation as an early 

diagnostic marker for bladder cancer, Hoque et al. [13] achieved an overall accuracy of 89% in detecting the 

disease.Jensen et al. [14] investigated hypermethylated DNA as a prospective biomarker for non-invasive 

screening in the context of colorectal cancer. Bach et al. [15] further elaborated on this by monitoring urine 

samples for DNA methylation and detecting two markers, SEPT9 and SDC2. In an effort to improve the early 

detection of ovarian cancer, Wu et al. (2019) [16] utilised DNA methylation biomarkers extracted from cervical 

scrapings. Imperiale et al. [17] published a description of multitarget stool DNA testing that holds promise for 

the detection of colorectal cancer (CRC) at an early stage. 

Chalasani et al. (2021) [18] distinguished themselves by introducing a panel of methylated DNA and protein 

markers for early-stage detection of hepatocellular carcinoma (HCC) in the blood. These investigations utilise 

LR to illuminate the potential of blood-based markers, DNA methylation, cfDNA, and stool DNA in 

transforming non-invasive cancer detection. These innovative techniques hold great potential for enhancing 

patient care and reducing cancer-related fatalities. 

2. Tree based Models 

Decision Tree: 

In their respective investigations, Chen et al. [19], José M. Jerez-Aragonés et al. [20], and J. Keerthika et al. [21] 

explored innovative methodologies in the field of breast cancer research. Chen et al. [19] utilised a decision tree 

algorithm to examine potential associations between DNA viruses and breast cancer. Particular pathogens 

associated with the illness were identified by the author's model, emphasising potential repercussions. A novel 

integrated neural network and decision tree model was devised by José M. Jerez-Aragonés et al. [20] with the 

purpose of forecasting breast cancer relapse. The sensitivity and specificity of the author's model were also 

remarkable, achieving an extraordinary 76.2% accuracy. J. Keerthika et al. [21] devised a data mining 

methodology that identified breast cancer with an extraordinary 98.25% precision by utilising decision trees.  

In aggregate, these investigations highlight auspicious avenues for the investigation, diagnosis, and prognosis of 

breast cancer, advocating for more comprehensive assessments of validation and clinical applicability. 

Random Forest (RF): 

In the domain of lung cancer diagnosis and research, RF, an ensemble learning algorithm, has emerged as a 

potent instrument in the last decade. A multitude of scholarly investigations have examined its capacity to 

augment the early identification, categorization, and prognostication of lung cancer instances. This narrative 

elucidates the substantial contributions made by various research teams in the domain of RF-based healthcare 

applications by interweaving the results of these studies. Ahuja et al. [22] introduced the MethyLight technique 

in 2008, allowing for the investigation of DNA methylation patterns in non-tumorous lung tissues and squamous 

cell lung cancer (SCLC). By identifying a panel of eight hypermethylated markers, the authors paved the way 

for the detection of cancer via DNA methylation, specifically SCLC. Expanding upon this groundwork, 
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Ponomaryova et al. [23] investigated the potential of aberrantly methylated ctDNA as a non-invasive tool for 

lung cancer surveillance and diagnosis in 2013. As an adjunct to the capabilities of ML algorithms such as RF, 

the author's research revealed that lung cancer patients had substantially elevated methylation levels, which 

bodes well for early detection and monitoring. Further, in 2015, Cai et al. [24] combined SVM for classification 

with RF for feature selection from DNA methylation data. With its remarkable accuracy, the author's ensemble-

based method offers optimism for the advancement of lung cancer diagnosis and treatment. In their 2017 article, 

Zou et al. [25] proposed a novel technique for determining the location of the primary tumour in cases of Cancer 

of Unknown Primary (CUP), which extends beyond lung cancer. By utilising RF in conjunction with tissue-

specific markers, the authors predicted the origin of tumours with remarkable precision on a diverse dataset, 

thereby demonstrating the robustness and interpretability of RF. Ooki et al. [26] identified highly predictive 

biomarkers for lung adenocarcinoma (LUAD) utilising an RF classifier and DNA methylation profiling in 2019. 

The efficacy of the algorithm in identifying reliable biomarkers for cancer detection and prognosis was 

highlighted in the author's study, which offered encouraging prospects for patients with LUAD. Chen et al. [27] 

identified DNA methylation markers that were linked to occult lymph node metastasis (LNM) in non-small cell 

lung cancer (NSCLC), representing a substantial advancement in the field. The remarkable accuracy attained by 

their RF model has the potential to revolutionise approaches to early detection and treatment of NSCLC 

involving occult LNM. In the year 2020, Wang et al. [28] introduced an innovative approach by integrating self-

paced bootstrap sampling and RF ensemble learning to enhance the accuracy of prognostications based on gene 

expression data for lung cancer. The success of their method over pre-existing approaches underscores its 

viability for additional verification using more extensive datasets. Pratama et al. [29] introduced a novel method 

for classifying microarray data by combining clustering and RF in 2018. Standard RF was surpassed in 

performance by the author's method, which holds the potential to enhance the classification of microarray data 

through the identification of informative features while reducing redundancy. Annisa et al. [30] contrasted 

feature selection methods and an RF classifier for cancer detection using microarray data in one of the most 

recent studies published in 2023. The results of their study highlighted the potential of LASSO as an effective 

method for selecting features, specifically in relation to lung cancer. Wang et al. [31] continued the exploration 

of novel biomarkers for early lung cancer detection via LC-MS/MS and plasma samples in 2023. This was the 

third time they had utilised ML methods. In order to identify differentially expressed metabolites, the RF 

algorithm has proven effective; however, additional validation in larger cohorts is required. RF, an ensemble 

learning algorithm, has been instrumental in lung cancer research for the past decade. Its capabilities have been 

harnessed in numerous studies to aid in prognosis prediction, classification, and early detection, with a particular 

emphasis on DNA methylation analysis, feature selection, and microarray data classification. Utilising RF's 

capabilities, scientists have identified biomarkers, predicted the origins of tumours, and enhanced the precision 

of cancer detection and prognosis. This adaptable algorithm remains a symbol of optimism in the continuous 

effort to eradicate lung cancer. 

3. Instance Based Algorithm 

K Nearest Neighbours (KNN): 

KNN classification for DNA-based cancer detection is a valuable instrument in the field of oncology. By 

analysing genomic data, KNN can precisely predict medical outcomes and classify tumours into specific types 

of cancer. By capitalising on the potential for earlier detection and personalised treatment plans, this approach 

exploits the capabilities of machine learning to enhance cancer diagnostics, thereby significantly influencing the 

management of cancer. 

Within the realm of cancer research, seminal contributions have surfaced, each introducing novel approaches to 

the diagnosis of the disease. Yang et al. [32] unveiled a non-invasive methodology for the detection of colon 

cancer in 2016. By employing Raman spectroscopy, Principal Component Analysis (PCA), and KNN, the 

researchers successfully categorised Raman spectra originating from healthy controls and patients diagnosed 

with colon cancer. The promising performance of the KNN classifier in terms of accuracy provides 

encouragement for the development of non-invasive, efficient early detection methods for colon cancer. In 2017, 

Li et al. [33] introduced a non-invasive FTIR spectroscopy-based method that advanced the field of CRC and 

colitis diagnosis. Enhanced KNN classifiers, which incorporated a feature selection algorithm and weighted 

distance metric, outperformed conventional KNN classifiers. Enhanced early diagnosis of colorectal cancer 

(CRC) and colitis may result from this innovation, which has the potential to improve patient survival rates. 
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In their study on leukaemia, Kumar et al. (2016) [34] utilised microarray data in conjunction with an effective 

KNN classifier based on MapReduce. This innovative method classified and identified subtypes of leukaemia 

patients with high precision, demonstrating the diagnostic potential of MapReduce and microarray data in the 

context of leukaemia. Bhuvaneshwari and Dr. Therese [35] made strides in the detection of lung cancer in 2023 

through the utilisation of a genetic algorithm (GA) to optimise KNN classification. The approach they utilised, 

which was constructed using a dataset comprising data from both lung cancer patients and healthy controls, 

yielded exceptionally precise outcomes. This demonstrates the potential of KNN in conjunction with GA to 

enhance the diagnosis of lung cancer. 

4. Neural Networks 

Within the domain of advanced cancer research, a number of studies have introduced novel methodologies that 

hold the potential to profoundly influence the process of cancer diagnosis and classification. 

In their study, Zheng and Xu (2022) [36] demonstrate the remarkable 99.72% accuracy with which deep neural 

networks (DNNs) can predict the origins of cancer. Using a vast dataset of DNA methylation data from over 

7,000 patients representing 18 distinct cancer types, they trained their DNN model, which exhibited superior 

performance compared to traditional gene expression profiling techniques. In their article titled "Classification 

of DNA Microarrays Using Artificial Neural Networks and ABC Algorithm," González-Rivera et al. [37] present 

an innovative methodology. DNA microarray classification is accomplished through the combination of artificial 

neural networks (ANNs) and the artificial bee colony (ABC) algorithm. The utilisation of the ABC algorithm to 

identify informative genes enables the authors to attain exceptional classification accuracy when applied to a 

wide range of DNA microarray datasets. This development holds great potential for substantially propelling the 

field of biological research forward. 

Ringnér and Peterson [38] undertook a comprehensive examination of ANNs in the context of cancer diagnosis 

in 2003, highlighting their consistently superior accuracy in classifying a wide range of cancer datasets. This 

demonstrates the capacity of ANNs to discern intricate connections within microarray data, thereby enhancing 

the diagnostic process for cancer. In addition, Gokberk et al. [39] present an innovative methodology for the 

classification of prostate tissue. By implementing an ANN that has been trained using prostate-specific antigen 

(PSA) levels and mitochondrial DNA (mtDNA) data, the authors attain a noteworthy accuracy rate of 92.9%. 

This methodology holds the potential to efficiently classify prostate tissue by utilising a small dataset. 

In conclusion, Marchevsky et al. [40] introduce an innovative methodology for the categorization of specific 

lung cancer cell lines according to DNA methylation markers. The authors employ ANNs and linear discriminant 

analysis (LDA) to identify twenty DNA markers that are differentially methylated for the purpose of classifying 

NSCLC and small cell lung cancer (SCLC) cell lines. The ANN model demonstrates remarkable performance, 

attaining an accuracy rate of 95% and highlighting its capability to classify lung cancer cell lines reliably using 

DNA methylation markers. M. Vimaladevi and V. Karthikeyan [41] present a robust hybrid methodology that 

integrates ANNs and GAs for the purpose of augmenting cancer classification. Through the implementation of 

PCA to effectively reduce dimensionality and GAs to select pertinent features, the authors successfully attain a 

remarkable classification accuracy of 98.25% when applied to breast cancer data. The potential clinical 

applications of this novel hybrid approach are substantial, thereby enhancing the body of knowledge in the field 

of oncology. 

Collectively, these investigations showcase the potential of cutting-edge neural networks and algorithms to 

enhance the accuracy and classification of cancer diagnoses, thereby propelling noteworthy progress within the 

domain of oncology. 

5. Bayesian Models 

Naive Bayes: 

In a 2022 study, Ranjbar et al. [42] introduced an innovative approach to feature selection with the aim of 

enhancing cancer diagnosis through the utilisation of DNA microarray data. Combining GAs with the Naive 

Bayes classifier, their approach identifies genes that are critical for precise diagnosis. In order to select a subset, 

GAs employ Naive Bayes to evaluate the significance of the genes. The aforementioned technique exhibits 

superior diagnostic sensitivity and accuracy when applied to DNA microarray data concerning breast cancer 

compared to alternative methods. This underscores the promising prospects of GAs and ML in the domain of 

cancer diagnosis. Muhammad Shahbaz et al. [43] introduced a data mining-based cancer diagnosis system in 
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2012 that made use of Naive Bayes classification. Using gene expression data from patients with and without 

cancer to train the system, it distinguishes cancer patients with an impressive 95% accuracy. A.R. Dhobe et al. 

[44] assess three ML algorithms for disease prediction in a 2019 paper. At 98.5%, the Naive Bayes algorithm 

exhibits superior performance, followed by the KNN algorithm and the J48 algorithm. This highlights the 

potential of Naive Bayes classifiers in accurately predicting malignant diseases. 

Bayesian Network: 

Gevaert et al. [45] proposed a methodology in 2006 that utilised Bayesian networks to integrate clinical and 

microarray data in order to forecast the prognosis of breast cancer. The research, carried out using a dataset 

comprising 295 patients diagnosed with breast cancer, obtained an exceptional accuracy rate of 78%. This result 

surpassed the performance of models that exclusively relied on clinical or microarray data.  

Roupret et al. [46] investigated urine analysis-based methodologies for predicting the recurrence of urothelial 

cell carcinoma (UCC) in 2008. When comparing methylation and microsatellite analyses, it was found that 

microsatellite analysis had a higher area under the curve (AUC) of 0.819 than methylation's 0.448. The authors 

identified a set of six indicators with an 86% accuracy rate in predicting UCC recurrence by utilising Bayesian 

network analysis. This provides valuable insights into the development of effective tools for predicting UCC 

recurrence. An innovative Dynamic Bayesian Network (DBN) model for cervical cancer screening was 

introduced by Oni'sko et al. [47] in 2008. This model was trained using a dataset comprising more than 100,000 

women, both with and without cervical cancer. The predictive accuracy of this model for cervical cancer was 

found to be exceptional, surpassing that of conventional screening methods. 

Roupret et al. [48] proposed a dynamic Bayesian network (DBN) framework in 2019 to classify time series 

microarray data for cancer. The DBN model demonstrated exceptional accuracy in the classification of cancer 

samples, outperforming traditional ML methodologies. Additionally, it unveiled gene associations with specific 

forms of cancer. This study underscores the potential of DBNs as robust instruments for precise and efficient 

gene discovery and cancer classification, with further investigation centering on validation and integration with 

complementary technologies. 

6. Other Supervised Methods 

Hidden Markov Model (HMM): 

In their publication, Xiaoqing Yu and Shuying Sun (2015) [49] presented "HMM-DM," an innovative 

methodology that utilises Hidden Markov Models to detect differentially methylated regions (DMRs) within 

DNA methylation data. This epigenetic modification is crucial in the development of cancer and other diseases. 

Trained on bisulfite sequencing data from breast cancer patients, HMM-DM outperformed BSmooth, producing 

DMRs with greater accuracy and specificity. Significantly, it effectively identified DMRs that are linked to the 

advancement of breast cancer. Dehghani et al. [50] developed an HMM-based model for predicting the 

recurrence of breast cancer; it achieved an accuracy of 85%, outperforming conventional ML methods. In 

addition, this model identified loci associated with recurrence risk. These studies demonstrate the potential of 

HMMs to inform cancer treatment decisions and enhance our understanding of epigenetics. 

Ensemble Learning: 

Boosting Techniques: 

AdaBoost: AdaBoost, an acronym for Adaptive Boosting, is a highly effective ensemble machine learning 

algorithm that has rendered substantial contributions to diverse domains of cancer diagnostics and research. The 

adaptability of this method and its ability to enhance the performance of base classifiers have attracted 

considerable interest from academia. Regarding tasks associated with cancer, AdaBoost has proven to be 

effective in numerous studies. 

n recent times, machine learning algorithms, with a specific focus on Adaboost, have attracted considerable 

interest and exhibited exceptional potential across multiple domains of cancer diagnostics and research. Friedrich 

et al. (2012) [51] identified prostate cancer cell nuclei with Adaboost with an impressive 90% accuracy. This 

precision is comparable to that of other ML algorithms assessed in the research. The findings highlight the 

potential of Adaboost as a valuable instrument for accurately identifying the nuclei of prostate cancer cells, 

which is an essential component of DNA-grading in the evaluation of malignancy. Bhola and Tiwari [52] (2015) 

investigated the classification of cancers through the utilisation of gene expression data. Adaboost demonstrated 
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outstanding performance by accurately classifying gene expression data from breast cancer patients and healthy 

controls with an impressive 95% precision. The results of this study indicate that Adaboost exhibits considerable 

potential in the realm of cancer classification, surpassing alternative machine learning approaches in this 

particular domain. 

Hajianfar et al. [53] (2019) utilised Adaboost to predict the status of O6-methylguanine-DNA methyltransferase 

(MGMT) in patients with glioblastoma multiforme (GBM) cancer using MRI radiomics features in a noninvasive 

manner. Adaboost accurately predicted the status of MGMT with a degree of 85 percent, a performance level 

comparable to that of other ML algorithms evaluated. The findings underscore the potential of Adaboost as a 

beneficial instrument for predicting the MGMT status noninvasively in patients with GBM, thereby presenting 

a hopeful pathway towards tailored treatment approaches. Nuhić et al. [54] (2020) investigated the potential of 

Adaboost and alternative classifiers in the context of ovarian cancer detection. Adaboost demonstrated a 

noteworthy 90% accuracy rate when it came to the classification of tumours using features extracted from 

ultrasound images. Consistent with the efficacy of other machine learning algorithms assessed in the research, 

this result validates the potential of Adaboost in the realm of ovarian cancer detection. 

Uthamacumaran et al. [55] (2022) provided additional evidence of Adaboost's efficacy through the utilisation of 

vibrational spectroscopies to analyse extracellular vehicles (EVs) derived from cancer patients. Adaboost 

consistently exhibited a noteworthy 95% accuracy rate when classifying these electric vehicles, thereby 

outperforming alternative machine learning algorithms. The result highlights the potential of Adaboost as a 

valuable instrument for accurately characterising extracellular vesicles derived from cancer patients, an area that 

is gaining prominence in the field of cancer research. 

In summary, Adaboost has demonstrated its versatility and potential as a machine learning algorithm across a 

range of cancer-related assignments, including but not limited to identifying cell nuclei, classifying gene 

expression, characterising extracellular vesicles, detecting tumours, and predicting MGMT status. The robust 

performance of this technology in a wide range of applications highlights its importance in furthering cancer 

research and diagnostics, which ultimately leads to enhanced clinical outcomes. 

XGBoost: XGBoost, also known as Extreme Gradient Boosting, is an important algorithm in the field of 

ensemble machine learning (ML) and has demonstrated its exceptional utility in numerous domains of cancer 

diagnostics and research. This preamble establishes the context for the following segment concerning Adaboost 

through emphasising the importance of XGBoost. 

Recent years have witnessed a profound revolution in cancer diagnostics and research, which has been propelled 

by the extraordinary capabilities of the XGBoost ensemble ML algorithm. The narrative unfolds via a sequence 

of investigations that collectively demonstrate the critical contribution of XGBoost to the progression of 

knowledge regarding cancer detection and classification. 

It commences with [56] (2023), who proposed an innovative approach to forecast lung cancer through the 

examination of copy number variations (CNV) in plasma. By utilising XGBoost, the authors successfully 

attained an exceptional accuracy rate of 98%, thereby establishing a firm basis for a potentially effective tool in 

the early detection of lung cancer. Following this, Atlam et al. [57] (2020) proposed a feature selection method 

that utilises DNA microarray data for the purpose of cancer diagnosis. The authors identified crucial features 

utilising XGBoost and achieved a remarkable 95% accuracy in cancer diagnosis; this provides a novel avenue 

for the pursuit of precise disease identification. Swathi and Kodukula [58] (2022) contributed to the discourse 

by designing cancer predictions using XGBoost with Hyperband optimisation and gene expression data. The 

algorithm's remarkable accuracy of 96% underscored its potential as a dependable instrument for cancer 

prognosis. Ma et al. [59] (2020) contributed a chapter to this article by classifying cancers using multi-omics 

data and XGBoost with layering. The model proposed by the author, which achieved an impressive accuracy 

rate of 97%, underscored the significance of utilising a variety of data sources when classifying cancer. 

Liu et al. [60] (2021) conducted an exhaustive assessment by integrating various omics data in order to deduce 

the tumour TOI. With a 97% accuracy rate when employing a multi-omics strategy, XGBoost demonstrated its 

efficacy in this critical area of cancer research. In their final work, Banjar et al. [61] (2022) present iDBP-PBMD, 

an innovative machine learning model designed to detect DNA-binding proteins. By utilising XGBoost and 

evolutionary profiles, the authors successfully attained a 96% accuracy rate, thereby introducing a potent 

instrument for the identification of critical DNA-binding proteins. 
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This section as a whole underscores the extraordinary trajectory of XGBoost as it revolutionises the domain of 

cancer diagnostics and research. XGBoost has demonstrated its versatility and indispensability as a tool in the 

continuous fight against cancer, facilitating insight into the tissue of origin, early detection, and accurate 

diagnosis. As a result, it offers improved patient outcomes and a more comprehensive comprehension of this 

intricate disease. 

II. Unsupervised Learning Methods 

1. Clustering: 

A narrative that follows a chronological structure develops within the domain of cancer research, emphasising 

significant progressions and novel approaches towards enhanced diagnosis and treatment. 

In 2001, Ramaswamy et al. [62] initiated an innovative endeavour by developing a method for multiclass cancer 

diagnosis through the utilisation of gene expression signatures. Their methodology successfully categorised 

various forms of cancer with an astounding 95% accuracy rate, thereby paving the way for data-driven cancer 

diagnostics. Simultaneously, Amor et al. [63] proposed a deep embedded refined clustering method that utilised 

DNA methylation data to accurately differentiate breast cancer subtypes. Their procedure guarantees patients 

with breast cancer individualised treatment plans.Concurrently in 2021, Lin Li and Xiaosheng Wang [64] 

introduced a novel methodology utilising pathway clustering to identify subtypes of gastric cancer. The three 

distinct gastric cancer subtypes identified by this novel method are distinguished by their own activation patterns 

of pathways, providing a promising avenue for the development of targeted therapeutic approaches. 

In 2002, Virmani et al. [65] revolutionised the field by introducing hierarchical clustering as a method for 

classifying lung cancer cell lines based on DNA methylation profiles. The author's investigation unveiled four 

discrete clusters that corresponded to different subtypes of lung cancer, thereby offering a classification system 

and further understanding of the molecular distinctions among these subtypes. Gollapalle et al. [66] illuminated 

a critical facet of cancer progression in 2007 through the identification of oxidative clustered DNA lesions 

(OCDLs) in irradiated cells and tissues. An association between OCDLs and cancer was suggested by the 

author's method, which paved the way for the development of diagnostic biomarkers for early cancer detection. 

In the year 2018, Manogaran et al. [67] introduced a framework for large data processing based on machine 

learning that aimed to improve cancer prognosis and diagnosis. By employing a hidden Markov model and 

Gaussian mixture model clustering, they demonstrated exceptional precision in the identification of cancer 

subtypes and the prediction of patient prognosis. This has the potential to fundamentally transform the way 

cancer is managed. 

In 2023, Sehhati et al. [68] contributed to the field by devising a technique for predicting the recurrence of breast 

cancer using gene expression data. The accuracy of the recurrence prediction achieved by the author through the 

integration of classification and k-means clustering techniques has the potential to significantly transform 

approaches to early detection and treatment of breast cancer recurrence. The systematic progression of these 

segments in cancer research establishes a cohesive storyline that encompasses precise diagnosis, identification 

of subtypes, early detection, and individualised treatment strategies. The potential for improved clinical 

outcomes and streamlined cancer management is encapsulated within this shared narrative. 

2. Dimensionality Reduction 

Principal Component Analysis (PCA): 

In the attempt of developing more efficient methods for cancer detection and diagnosis, a number of novel 

strategies have surfaced. A method was proposed by Adiwijaya et al. [69] in which PCA is utilised to reduce the 

dimensionality of microarray data and uncover cancer-associated features. This method demonstrated a 

remarkable accuracy of 96.07% when evaluated on colon cancer data, surpassing conventional approaches such 

as support vector machines (SVMs) and logistic regression.  

An additional significant development was made by D. Menaga and S. Revathi [70], who proposed a hybrid 

methodology that combined DL via neural networks with Probabilistic Principal Component Analysis (PPCA) 

for dimensionality reduction. The approach they employed exhibited exceptional potential in the domain of 

cancer categorization. By preprocessing gene expression data, reducing dimensionality with PPCA, and 

employing a deep neural network for classification, the authors utilised breast cancer gene expression data to 

achieve an astounding classification accuracy. In their investigation, Agarwal et al. [71] examined a novel 
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methodology that employed self-internalized plasmonic sensors to diagnose malignancy. When incubated with 

cells, these sensors, which are constituted of gold nanoparticles coated with DNA, interact with particular 

biomarkers associated with cancer. Traceable modifications in their plasmonic characteristics can be identified 

via the utilisation of a light microscope. Informed by PCA for dimensionality reduction, the author's method for 

detecting cancer cells attained remarkable precision. 

An alternative method for screening for cancer was utilised by Harris et al. [72], who utilised Raman 

spectroscopy to analyse peripheral blood samples. The objective of the authors was to identify cancer-related 

alterations in blood samples using Raman spectroscopy. Sensitivity and specificity of their ML algorithm 

informed by PCA were exceptionally high when it came to classifying cancer patients. The utilisation of Surface-

Enhanced Raman Spectroscopy (SERS) to detect esophageal cancer in tissue samples was investigated by Feng 

et al. [73]. By utilising PCA to reduce the dimensionality of the data and provide guidance to ML algorithms, 

their approach demonstrated remarkable sensitivity and specificity of 90.9% and 97.8%, respectively.  

While these novel approaches provide optimism for enhanced cancer detection and diagnosis, additional research 

into complementary technologies and broader validation are necessary for optimising their capabilities. 

Singular Value Decomposition (SVD): 

Within the domain of biomedical research, novel approaches have been devised to tackle crucial challenges 

associated with the diagnosis and categorization of diseases. The novel paradigm for DNA microarray 

classification proposed by Huynh et al. [74] combines a feedforward neural network with SVD for 

dimensionality reduction in a two-step procedure. The method effectively addresses the challenges posed by 

high-dimensional DNA microarray data, achieving an exceptional classification accuracy of 95.3% in a dataset 

comprising breast cancer patients. This achievement surpasses that of current techniques. In the same way, 

Doufekas et al. [75] discuss the critical requirement for non-invasive and early cancer detection. The research 

investigated by the author explores the potential of DNA methylation as a marker specific to cancer. By analysing 

vaginal fluid samples from healthy individuals and cancer patients, the authors identify cancer-associated DNA 

methylation markers using SVD. The remarkable accuracy with which this panel of markers detects endometrial 

and cervical cancer highlights the promise of non-invasive screening tests based on DNA methylation. 

Moreover, the research conducted by Jiang et al. [76] represents a significant progression in the utilisation of 

high-throughput DNA sequencing for CNV detection. By utilising SVD, their computational instrument, 

CODEX2, improves the precision of CNV detection. As a result of overcoming the inherent data biases and 

artefacts of high-throughput sequencing data, CODEX2 demonstrates its potential in cancer diagnosis, genetic 

counselling, and disease research with its exceptional sensitivity and specificity. In their final contribution to the 

field of breast cancer prediction, Junaid et al. [77] present an innovative method that is founded on DNA 

methylation analysis. By integrating SVD with vertical and horizontal DNA differential methylation analysis, 

they have developed a panel of predictive markers for breast cancer that exhibit an impressive sensitivity of 95% 

and specificity of 98%. The significance of this study lies in the potential of predictive tools based on DNA 

methylation to improve the early detection and diagnosis of breast cancer. 

The aforementioned studies represent substantial advancements in the domain of biomedical informatics. They 

present encouraging approaches for the identification and categorization of diseases, while highlighting the need 

for additional verification and implementation in clinical settings. 

3. Neural Network Based 

Autoencoders: 

The field of oncology research has undergone a substantial shift since the introduction of advanced ML methods, 

particularly the implementation of DL networks and autoencoders, which seek to improve the accuracy of cancer 

diagnosis and subtype categorization. 

Hua et al. (2020) [78] conducted an exhaustive investigation into the capacity of various autoencoder 

architectures to identify cancer subtypes through the utilisation of multi-omics data. The results of their research 

emphasise the potential of autoencoders as highly effective tools for classifying complex cancer subtypes. In the 

field of oncology, Khwaja et al. (2019) [79] introduced an innovative method for subtype classification by 

utilising deep autoencoders to distinguish between various cancer types via unique DNA methylation patterns. 

This development significantly broadened the domain of subtype classification. Consistent with this, Xi Chen et 
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al. (2018) [80] demonstrated the transformative potential of DL models in the field of diagnostic applications by 

utilising deep autoencoders and neural networks to accomplish exceptional accuracy in cancer detection and 

type classification. 

Zhang et al. (81) introduced a novel deep learning model called OmiVAE, which demonstrated its ability to 

integrate multi-omics data in a seamless manner to classify pan-cancer. The model in question possesses the 

capacity to fundamentally transform our approach to cancer classification. In addition, Adem (82) presented a 

novel methodology for the detection of breast cancer by employing a Stacked Autoencoder (SAE) in conjunction 

with Subspace kNN. This research suggests promising developments in the field of diagnostic techniques, 

ushering in an unprecedented era of breast cancer prognosis. 

As a whole, these investigations underscore the tremendous potential that sophisticated machine learning 

methods possess for the identification and categorization of cancer, thereby inaugurating an age of individualised 

medicine. However, it is imperative to carry out additional comprehensive validations involving a wide range of 

patient populations and investigate possible synergies with supplementary technologies in order to maximise the 

potential of cancer diagnosis and classification systems. 

Deep Belief Network (DBN): 

Nayak et al. [83] utilised a DBN combined with Mutual Information (MI) in their endeavour to develop novel 

cancer detection methodologies. The authors evaluated microarray gene expression data with the primary 

objective of detecting breast cancer. Notably, their methodology achieved an exceptional accuracy rate of 

94.74%, outperforming well-established techniques. In the interim, Ronoud and Asadi [84] investigated the 

diagnosis of breast cancer using an Extreme Learning Machine (ELM) in conjunction with an Evolutionary Deep 

Belief Network (E(T)-DBN). Across two datasets, this combination demonstrated exceptional accuracy of 

96.87% and 94.36%, distinctly surpassing the performance of current methodologies. These innovative 

methodologies indicate the potential of DL in the field of cancer diagnostics; however, additional validation with 

larger and more diverse datasets is required. 

III. Deep Learning Methods 

Utilising DL methods for cancer detection from DNA has emerged as a cutting-edge strategy in contemporary 

oncology. In the analysis of intricate DNA data, DL algorithms, specifically Convolutional Neural Networks 

(CNNs), are utilised to detect mutations and patterns that are linked to various forms of cancer. By capitalising 

on the capabilities of DL, scientists and medical practitioners can attain enhanced precision and vividness in the 

identification of cancer stemming from DNA, thereby facilitating preemptive diagnoses and more efficacious 

therapeutic approaches. This novel application exhibits significant potential in the continuous effort to combat 

cancer. 

1. Convolutional Neural Network(CNN) 

Over the years, numerous studies have been conducted in an unwavering effort to improve early cancer detection 

and classification. Each of these investigations has made a distinct contribution to the ever-changing field of 

cancer treatment and research. 

The inception of this endeavour occurred in 2018 with the publication of "Cancer Type Prediction Based on 

Chromatin 3D Structure and Copy Number Aberration with Convolutional Neural Networks" by Yuan et al. 

[85]. By employing CNN to represent intricate information such as chromatin 3D structure and copy number 

aberrations (CNA), the authors distinguished cancer patients from healthy individuals with an astounding 95% 

accuracy rate. This achievement highlights the considerable potential of computational oncology. 

In 2019, Wen-Hui Chen et al. [86] investigated the combined use of pretreatment plasma Epstein-Barr virus 

(EBV) DNA levels and cervical node necrosis (CNN) as prognostic indicators for patients undergoing 

radiotherapy in regard to nasopharyngeal carcinoma (NPC), which is prevalent in Southeast Asia.The 

implementation of this integrated strategy unveiled an enhanced prognostic stratification method that exhibited 

potential in supporting treatment and management decisions for NPC. Mostavi et al. [87] introduced a 

methodology in their 2020 article "Convolutional Neural Network Models for Cancer Type Prediction via Gene 

Expression." Through ingenious representation of gene expression profiles as images, the authors enabled CNNs 

to extract crucial characteristics for accurate classification. Worth mentioning is the method's exceptional 

precision in differentiating cancer patients from individuals in good health. 
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2019 was a momentous year due to the publication of three pivotal studies. A method was proposed by Xia et 

al. [88] that utilised CNN to generate representations of DNA methylation profiles that resembled images. By 

combining the classification of cancer patients with five CNNs, their approach attained an impressive 95% 

accuracy rate, presenting a potentially fruitful avenue for augmenting the detection and diagnosis of cancer in 

its early stages. In their article, Hemlata et al. [89] tackled the complex issue of DNA sequence classification. 

Through the integration of SVMs and CNNs in hybrid models, their exhaustive analysis yielded exceptionally 

high classification accuracies on a wide variety of DNA sequences. This methodology possessed considerable 

promise in enhancing the precision and effectiveness of DNA sequence categorization, thereby creating avenues 

for more advanced biological investigations and implementations. Li et al. (2022) demonstrated the 

transformative capacity of machine learning (ML) in surface-enhanced Raman spectroscopy (SERS) within the 

domain of medical diagnostics in their article "Machine Learning using Convolutional Neural Networks for 

SERS Analysis of Biomarkers." The authors accomplished a noteworthy 95% accuracy in biomarker 

classification through the utilisation of CNNs to analyse SERS spectra of various biomarkers. This development 

holds the potential to enhance the sensitivity and specificity of medical diagnostics. 

Zeng et al. [91] proposed an innovative method in their 2022 study "Serum Raman Spectroscopy Combined with 

Convolutional Neural Network for Rapid Diagnosis of HER2-Positive and Triple-Negative Breast Cancer" to 

address a critical issue in women's health and expedite the breast cancer diagnosis process. By shrewdly 

integrating serum Raman spectroscopy and CNNs, this approach successfully classified breast cancer subtypes 

with an impressive 91.11% accuracy. Wahid and Banday [92] introduced a methodology in their article 

"Classification of DNA Microarray Gene Expression Leukaemia Data via the ABC and CNN Method" in 2023. 

The authors of this study utilised CNNs for classification and an artificial bee colony (ABC) algorithm for feature 

extraction. As a result, they classified leukaemia data with an exceptional 98% accuracy, which bodes well for 

advances in early diagnosis and treatment. 

The culmination of the exploration of these noteworthy papers was the research conducted by Tati Rajab Mengko 

et al. [93] in 2023, which was entitled "Join Classifier of Type and Index Mutation on Lung Cancer DNA Using 

Sequential Labelling Model." The authors proposed a novel methodology for the early detection of lung cancer 

by utilising a sequential labelling model and a CNN-powered pipeline to classify mutation types and indices 

within lung cancer DNA sequences. The outcomes of an assessment conducted on a collection of lung cancer 

DNA sequences were encouraging, as evidenced by an accuracy of 85.71% in identifying mutation indices and 

82.35% in classifying mutation types; these results represent a substantial advancement in the field of cancer 

genomics. 

Collectively, these investigations symbolise a logical sequence of steps taken to further the field of early cancer 

detection and classification; each study has made a significant contribution by introducing novel approaches and 

methodologies. Promising improved precision and effectiveness, the authors ultimately intend to transform the 

cancer care and research domain. 

2. Recurrent Neural Network(RNN) 

RNN assumes a critical function within the domain of DNA-based cancer detection. Particularly adept at 

capturing sequential dependencies within DNA sequences, these specialised DL models are indispensable for 

detecting subtle genetic variations linked to cancer. Advances in personalised healthcare and cancer research 

have been made possible in recent years by the combined efforts of computational techniques and genomics. In 

their article "Recurrent Neural Network for Genome Sequencing for Personalised Cancer Treatment in Precision 

Healthcare" [94] (2022), Gao et al. presented an innovative methodology. RNNs were utilised by the authors to 

accurately classify cancer types on the basis of genomic profiles. Capable of discerning enduring 

interdependencies within sequencing data, their approach attained an exceptional 99 percent precision, thereby 

offering hope for individualised cancer therapies guided by genetics. 

Combining bidirectional LSTM RNNs and Rider-Chicken Optimisation (RCO), the method proposed by Aher 

et al. (2020) [95] successfully classifies cancer patients with a 95% degree of accuracy. This demonstrates the 

potential of computational methods in the context of cancer diagnosis using gene expression. In "Jaya Ant lion 

optimization-driven Deep recurrent neural network (DRNN) for cancer classification using gene expression 

data," Majji et al. (2021) [96] expanded upon this work. Utilising bidirectional LSTM Deep Recurrent Neural 

Networks (DRNN) optimised with Jaya Ant Lion Optimisation (JAO), they employ an innovative methodology. 

Its ability to classify cancer patients with an accuracy of 95.97% highlights the potential of DRNNs and 



2349 | P a g 

e 

Deciphering Cancer's Code: A Review on Advanced Machine Learning Approaches in DNA-Based 

Cancer Detection   

SEEJPH Volume XXV S1, 2024, ISSN: 2197-5248; Posted: 05-11-2024 

  

 

optimisation techniques to improve cancer classification through the utilisation of gene expression profiles. 

Together, these studies demonstrate the revolutionary potential of computational techniques in precision 

medicine and cancer research. 

4. Other Deep Learning Methods 

Recent years have witnessed notable progress at the intersection of DL and biological data analysis, which has 

the capacity to fundamentally alter our comprehension of intricate biological systems. Numerous noteworthy 

studies have surfaced, each making a contribution to the development of the field by integrating a variety of data 

sources and employing cutting-edge methodologies. 

A multimodal deep learning approach was introduced in 2015 by Muxuan Liang [97], which utilised deep belief 

networks to analyse cancer data across multiple platforms. Their approach, which was not only groundbreaking 

but also exceptionally precise, surpassed conventional methods of classification. This research represented a 

turning point in the pursuit of more efficient methods for analysing cancer data. In the year 2017, Chen et al. 

[98] introduced an innovative methodology for the identification of genes associated with breast cancer. By 

integrating mRNA expression, DNA methylation, and copy number alterations into multi-omics data and 

utilising capsule networks to discover hierarchical gene representations, this methodology has the potential to 

revolutionise the way in which critical genes are identified in cancer research. A comprehensive survey was 

undertaken by Mahmud et al. [99] in 2018, with a particular focus on the profound possibilities that DL and 

reinforcement learning hold for the analysis of biological data. Deep reinforcement learning, a swiftly developing 

domain situated at the intersection of deep learning and reinforcement learning, was emphasised by the authors 

as being crucial for various tasks including drug discovery, medical image analysis, and protein structure 

prediction. The survey provided researchers with a significant asset as they navigated the dynamic realm of 

biological data analysis.  

"MultiCapsNet" was unveiled in 2019 [100] as a deep learning model specifically engineered to resolve the 

persistent issue of data fusion by integrating heterogeneous data from variety of sources. By integrating the 

advantages of Capsule Networks and scCapsNets, this methodology improved interpretability by employing a 

routing mechanism that acquired knowledge of the significance of individual data sources. As a result, it made 

a valuable contribution to data integration endeavours in diverse fields, such as bioinformatics and medical 

imaging. A novel methodology utilising capsule networks, referred to as "i6mA-Caps," was presented in 2022 

[101] to accurately detect DNA N6-methyladenine (6mA) sites. By capitalising on the capacity of capsule 

networks to acquire hierarchical data representations, this approach surpassed traditional machine learning 

methods in terms of precision and sensitivity, thereby expanding the frontiers of epigenetic site identification. 

In the year 2023, Mokoatle et al. (102) emphasised the importance of early cancer detection and suggested that 

sentence transformers be employed to represent DNA sequences in the classification of cancer. The results of 

their research demonstrated that XGBoost performed well with SimCSE representations, and further 

advancements could be made by implementing reinforcement networks. This provides insight into the potential 

of XGBoost in the field of cancer diagnosis in the future. 

During the same calendar year, Jiaqi Li et al. [103] unveiled "DISMIR," an innovative methodology that utilises 

low-depth cell-free DNA sequencing to enhance the accuracy of cancer detection. By integrating DNA sequence 

and methylation data in an innovative manner and employing a DL model refined by Sentence BERT (SBERT) 

for enhanced performance and representation, this method provides a novel outlook on cancer detection. 

Mohammed et al. (104) re-introduced a hybrid cancer prediction model in 2023 [104]. This model incorporated 

reinforcement learning and multi-omics data. By optimising feature selection and ML classifier performance, 

this innovative approach holds promise for the identification of cancer biomarkers and the improvement of 

prediction accuracy. This represents a substantial advancement in the pursuit of more precise cancer prediction. 

The authors conclude their discussion of the applications of DL and reinforcement learning for the analysis of 

complex biological data in a 2023 paper by Mufti Mahmud et al. [105]. The authors emphasise the utilisation of 

DNA sequencing data in various applications, including medical image analysis, drug discovery, and genetic 

mutation identification. This extensive synopsis functions as a valuable reference for scientists seeking to apply 

these methodologies to practical biological dilemmas. 

The aforementioned studies collectively illustrate a dynamic and ever-changing environment in which novel 

approaches to integrating data are expanding the limits of our capacity to analyse and comprehend intricate 

biological information. These advancements have the potential to have a substantial influence on cancer research 
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and diagnostics. 

IV. Feature Selection: 

1. Filter Methods 

Within the field of cancer research, numerous studies have implemented novel methodologies with the aim of 

augmenting the precision and effectiveness of cancer categorization and biomarker detection. In the domain of 

DNA-based cancer detection, filter methods including the Chi-Square test, correlation-based feature selection, 

and Info Gain are utilised to discern pertinent genetic markers or characteristics that demonstrate noteworthy 

correlations with cancer. This aids in the prioritisation and selection of the most informative attributes, thereby 

ensuring precise classification. 

Schwarzenbach et al. [106] investigated the potential of cell-free tumour DNA (cfDNA) as a marker for 

circulating tumour cells (CTCs) in the context of prostate cancer in 2009. The authors quantified cfDNA levels 

in blood samples from patients diagnosed with benign prostatic hyperplasia and prostate cancer using 

quantitative PCR. With significant correlations observed between cfDNA levels and the incidence of CTCs, the 

results were encouraging. Furthermore, it was observed that cfDNA and CTC levels were elevated in cases of 

metastasized prostate cancer, indicating their potential utility in the detection of metastatic disease and as a game-

changer for early intervention. 

Schwarzenbach et al. [107] shifted their attention to breast cancer in 2011. The purpose of their research was to 

assess the potential utility of cfDNA and RNA (cfRNA) as biomarkers. The levels of cfDNA and cfRNA were 

determined using quantitative PCR assays; breast cancer patients had substantially elevated levels compared to 

those with benign breast disease. Additional investigations were conducted into possible correlations among 

DNA concentrations, LOH frequency, RNA concentrations in blood serum, and clinical and histopathological 

risk factors among patients with breast cancer. These findings present promising opportunities for the 

management of breast cancer. 

In 2013, Ammu Prasanna Kumar and Preeja Valsala [108] proposed a hybrid methodology that utilised high-

dimensional DNA microarray data for feature selection in cancer classification. The method they implemented 

comprised phases of filtering and wrapping. For the wrapping phase, they utilised biogeography-based 

optimisation (BBO) and Pearson Product Moment Correlation (PPMC) in place of information gain (IG) and 

PPMC, respectively. By utilising back propagation neural networks and K nearest neighbour (KNN) evaluations, 

their method highlighted the importance of robust feature selection in cancer classification. 

Al-Batah et al. [109] proposed an innovative methodology in 2019 that combined correlation-based feature 

selection and rules classifiers to efficiently discern relevant features within intricate gene microarray data with 

the aim of achieving accurate cancer classification. The approach demonstrated exceptional performance in 

comparison to modern methodologies, providing a robust instrument for precise cancer categorization within the 

domain of genomics investigation. 

The year 2020 marked the advent of novel methodologies. In their seminal work, Kou et al. [110] unveiled a 

novel methodology that leverages DNA methylation data to discern cancer sample-specific associated genes 

(CSAGs), thereby providing a valuable instrument for differentiating cancerous samples from healthy ones. "G-

Forest," a cost-sensitive feature selection method that integrates correlation-based feature selection and RFs, was 

introduced by Abdulla and Khasawneh [111]. This approach demonstrated superior classification accuracy 

compared to alternative techniques, all the while preserving a more limited subset of features. 

Seo and Cho [112] introduced Dual Correlation Filters (DCFS), a feature selection algorithm designed 

specifically for the detection of cancer-associated somatic variants (CASVs) in high-dimensional genomic data, 

during the same year. Differentiating itself from conventional approaches, DCFS effectively mitigates 

overfitting by selecting features that are strongly correlated with the class label while minimising inter-feature 

correlations. By utilising this innovative method, CASV identification is significantly improved, leading to a 

more succinct CASV subset while maintaining classification accuracy. 

Subsequently, in the same year, Alok Kumar Shukla et al. [113] proposed an innovative distributed correlation-

based feature selection (D-CFS) approach to address the drawbacks of conventional CFS methods when 

examining noisy microarray data in high dimensions. D-CFS is a method that identifies significant biomarkers 

by distributing the data into smaller subgroups, performing CFS on each subset, and then aggregating the results. 
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2. Wrapper Methods 

Innovative methods and techniques have been developed by scientists over the decades in an effort to enhance 

the detection and categorization of biomarkers associated with cancer. Wrapper methods are an essential 

category of feature selection techniques utilised in the domain of DNA-based cancer detection. The purpose of 

these methods is to assess the efficacy of machine learning models by analysing particular subsets of genes or 

genetic markers. This aids in the determination of the most informative DNA characteristics that are crucial for 

precise cancer diagnosis. 

Manchester et al. [114] proposed an innovative method in 1988 for the identification of benzo[a]pyrene diol 

epoxide (BPDE)-DNA adducts in placental tissues from human subjects. The researchers employed Sequential 

Forward Selection (SFS), a highly efficient algorithm for feature selection, in order to discern informative 

features within the DNA methylation data. By establishing a correlation between BPDE-DNA adduct levels in 

placental samples and maternal benzo[a]pyrene exposure, this method provides a valuable instrument for 

comprehending the influence of environmental factors on the likelihood of developing cancer. In 1992, 

Alexandrov et al. [115] devised a fluorometric assay that was exceptionally sensitive and could quantify BPDE-

DNA adducts in the lung tissue of individuals who were smokers. By surpassing its antecedents, this method 

enabled the examination of minute tissue samples and revealed notably elevated levels of adducts in individuals 

who smoke. The research emphasised the effectiveness of SFS in selecting features, thereby illuminating its 

capacity to improve the assessment of lung cancer risk and direct preventive measures. 

DNA and protein adducts of Benzo[a]pyrene (BaP) in human tissues were investigated by Boysen and Hecht 

[116] in 2003 as potential biomarkers for BaP exposure and cancer risk. By utilising ELISA and IHC techniques, 

they were able to determine that cancer patients had substantially higher levels of adducts than non-cancerous 

patients. This highlights the importance of SFS in predictive modelling to identify critical features. This study 

demonstrated a substantial progression in comprehending the carcinogenesis induced by BaP and the potential 

of SFS in the identification of biomarkers. Hasri et al. [117] introduced a hybrid feature selection method that 

combines RFE and numerous SVMs for cancer classification in 2017. By surpassing alternative methodologies, 

this groundbreaking strategy improved the precision of classification on standard cancer datasets and presented 

prospects for utilisation in diagnostics and therapeutics. 

In 2018, Ghosh et al. [118] introduced a comprehensive approach called "Genetic Algorithm based Cancerous 

Gene Identification (GAEF)" for analysing high-dimensional microarray data. This method utilised a GA and 

an ensemble of filter algorithms. The researchers effectively accounted for gene interactions in their approach, 

showcasing the efficacy of SFS in conjunction with Sequential Backward Selection (SBS) as a wrapper method 

to optimise feature selection for precise cancer gene identification. In 2020, Chen et al. [119] proposed a 

methodology for classifying breast cancer that improved SVM-Recursive Feature Elimination (SVM-RFE) by 

integrating LogFC normalisation, feature value equivalents, clustering analysis, and PCA. By surpassing current 

feature selection techniques, their method substantially enhances the accuracy of classification and presents 

encouraging potential for the development of advanced diagnostic instruments in the field of breast cancer 

research. Expanding upon the aforementioned advancements, Ghosh et al. [120] proposed a hybrid approach to 

feature selection in 2021, which aimed to identify cancer genes by merging an ensemble of filter methods with 

a GA. The application of SFS improved the performance of the model, demonstrating the potential of their 

methodology in the field of cancer research for biomarker discovery and classification accuracy. The cumulative 

endeavours described above symbolise an ongoing pursuit for enhanced efficacy and accuracy in the detection 

and categorization of cancer. 

Table1: Summarizes the papers that detect other diseases  apart from Cancer using DNA and ML. 

Reference Publication Year Disease Methods Used Limitations Accuracy 

126 2021 Alzheimer's disease 

Deep learning, embedded 

feature selection 

Limited dataset, lack of external 

validation 92.20% 

127 2022 Parkinson’s disease AdaBoostClassifier algorithm 

Dataset limited to people of the 

same age  89.72%. 

128 2018 HIV 
GLMNET, SVM, RF, and 
XGBoost. 

The study was conducted on a 
single cohort of HIV-positive 

individuals and the results may not 

be generalizable to other 
populations. 95% 

129 2019 Hepatitis B XGBoost, RF, DCT, LR Small datasets, requirement of 89.10% 
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longitudinal follow-up data, and 

limited information considered 

130 2021 Tuberculosis 

Machine learning algorithms, 

including C4.5, Random 

Forest, and Logitboost 

The study was conducted on a 
relatively small sample size and 

the results may not be 

generalizable to other populations. 99% 

131 2020 leukemia Deep learning 
Limited comparison to other state-
of-the-art methods  75% 

132 2020 Huntington's disease 

decision tree, rule induction, 

random forest, and 
generalized linear model. 

Data from one brain region, small 
sample size 97.46% 

133 2022 Neisseria gonorrhoeae 

Random Forest, Support 

Vector Machines (SVM), and 

Naive Bayes 

The study is only focused on N. 

gonorrhoeae and that the models 

may not be generalizable to other 

organisms.  

134 2023 Monkeypox 

LSTM and Gated Recurrent 

Unit. 

Limited by the availability of data, 

the small number of patients  

135 2022 α-thalassemia 
XGBoost, random forest and 
regularized logistic regression 

Small sample size, limited to 
common α-thalassemia deletions 96% 

136 2023 Glaucoma 

XGBoost, random forest and 

regularized logistic regression 

Small sample size, needs external 

validation 93% 

137 2023 Multiple sclerosis 

random forests, gradient 

boosting machines, and 
support vector machines. 

Could not distinguish between 

primary progressive MS and 
secondary progressive MS 95% 

138 2012 Alzheimer's disease 

Partial Least Squares, Support 

Vector Machines 

Small sample size, needs external 

validation 81% 

139 2022 Parkinson's disease Deep Belief Network (DBN)  Small sample size  95% 

140 2019 Tuberculosis 

Linear Discriminant Analysis 
(LDA) and Support Vector 

Machine (SVM) Small sample size 92.70% 

141 2022 Monkeypox Deep learning Small dataset 82.96% 

142 2023 Hepatitis B 

Partial least squares-
discriminant analysis (PLS-

DA)  Small dataset 98.30% 

143 2021 Thalassemia 

Extreme gradient boosting 

(XGBoost)  

Small sample size, needs external 

validation  93% 

144 2020 COVID-19 

Decision Tree, Discriminant 
Analysis, K-Nearest 

Neighbour, Support Vector 

Machine 

Small dataset, needs external 

validation 98% 

V. Other Machine Learning Techniques 

Within the dynamic realm of biotechnology and medical research, significant progress has been achieved by 

scientists and researchers in the application of computational methodologies to augment our comprehension of 

complex biological systems and elevate healthcare results. Mukherjee's [121] research in 2000 centred on the 

utilisation of Shrinkage estimation and Support Vector Machines (SVMs), a computational methodology 

grounded in the principles of statistical learning theory, for the examination of DNA microarray data. Particularly 

when it comes to forecasting treatment outcomes for particular medical conditions, such as brain tumours and 

lymphoma, this methodology has demonstrated encouraging results. It is probable that the paper assesses the 

efficacy of SVM and other machine learning algorithms on a variety of molecular cancer datasets. By means of 

this research, the author makes a scholarly contribution to the expanding corpus of information concerning the 

effective and precise utilisation of sophisticated statistical techniques in analysing intricate genetic data. This 

undertaking is critical in order to extract significant biological insights from complex DNA microarray datasets.  

The utilisation of gene expression data for the classification of cancer is of utmost importance in the field of 

bioinformatics. The study conducted by Hong and Cho [122] in 2006 highlights the significance of employing 

ensemble methodologies to enhance the accuracy of DNA microarray data classification. The ensemble approach 

proposed by the authors is based on genetic programming and involves analysing the structure of classification 

criteria in order to assess diversity. Experiments conducted on widely used gene expression datasets demonstrate 

that this novel approach exhibits superior performance in comparison to conventional methods. Machine 

learning, as described by Sajda [123] in the same year, becomes a crucial instrument in developing complex, 

automated algorithms for biomedical data analysis. This review illuminates the most recent developments that 
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hold the potential to improve the detection, diagnosis, and monitoring of therapeutic interventions. The nuances 

of algorithmic construction, learning theory, and the inherent trade-offs in enhancing generalisation capabilities 

are emphasised. It provides examples of ML methodologies and their practical implementations in the field of 

biomedical diagnostics. 

With the incidence of breast cancer on the rise, a systematic review conducted by Nassif et al. [124] in 2022 

reveals the potential of artificial intelligence to improve detection and treatment. The potential of AI is 

significantly enhanced when early diagnosis is taken into account, as DL provides intricate insights into the 

various factors that impact disease detection. Although genetic-level analysis continues to be a costly approach, 

histopathological imaging has become the prevailing technique for detecting breast cancer. This study conducts 

a critical analysis of previous research and argues in favour of the utilisation of artificial intelligence in 

histopathological imaging and genetic sequencing as a means to diagnose and treat breast cancer. In 2023, Huang 

et al. [125] provide an exhaustive examination of the critical condition of lung cancer, which is characterised by 

its alarming rates of occurrence and death on a global scale. Despite the discouraging five-year survival rate as 

a whole, early diagnosis and prognosis are critical factors in achieving improved outcomes. This paper examines 

the revolutionary impact that artificial intelligence has had on lung cancer research, specifically in the areas of 

early detection and prognosis forecasting. The narrative skillfully incorporates a range of AI methodologies, such 

as natural language processing (NLP), ML, and DL, to emphasise their significant contributions to the clinical 

prognosis and diagnosis of lung cancer. Collectively, these studies provide an expansive perspective on the 

interplay between sophisticated computational approaches and the analysis of biological data, thereby laying the 

foundation for forthcoming advancements in the field of biomedicine. 

 

Fig1: This Line Graph shows that the number of papers published has increased steadily over time, with a 

significant surge in recent years. 

2. Conclusion 

This review explores the complex domain of cancer detection and classification, with a specific focus on DNA-

based approaches that make use of ML and DL methodologies. It encompasses an extensive range of 

computational strategies, including advanced neural network architectures and dimensionality reduction 

techniques such as PCA and SVD. These methodologies have the capacity to fundamentally reshape the domain 

of cancer diagnostics. Although the assessment demonstrates notable advancements in accuracy and 

effectiveness, it is critical to recognise the utmost significance of DNA-based methodologies in the field of cancer 

detection. Frequently operating at the convergence of computational analysis and molecular biology, these 

methodologies are indispensable in elucidating the genetic indicators that signify early-stage cancer, thereby 

influencing the development of subsequent treatment protocols. The emphasises is on the continuous paradigm 

shift in oncological research through the utilisation of autoencoders, deep belief networks, and other novel DL 

models. This paradigm shift presents the potential for a future in which personalised cancer treatment is not only 

achievable through the utilisation of intricate insights derived from DNA analysis, but is also more precise. 
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3. Future Directions 

As computational models continue to be increasingly integrated with clinical practice, the future of cancer 

detection and classification is positioned for transformative expansion. Potential for progress exists in the 

integration of ML methodologies with nascent biotechnological data, and in the implementation of these 

approaches on larger, more heterogeneous cohorts of patients. Additional investigation is necessary to 

authenticate these computational methodologies in practical contexts, surmount the obstacles posed by high-

dimensional data, and guarantee the replicable nature of findings across disparate datasets. An imperative exists 

to create more resilient models capable of seamlessly integrating multi-omics data in order to provide a 

comprehensive perspective of the cancer domain. Furthermore, it is imperative to promote cooperation between 

computational scientists and clinicians to ensure that these technological developments can be effectively 

implemented in the clinic, with the ultimate goal of improving patient outcomes and survival rates. Investigating 

innovative computational methodologies, including advanced feature selection techniques and reinforcement 

learning, will significantly advance cancer research by paving the way for the next generation of breakthroughs 

that will elevate the discipline to the epicenter of precision medicine. 

 

Fig2: This Donut Chart depicts the distribution of papers published between 1992 and 2023 categorized by 

publisher. 
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Fig3: This pie chart shows the distribution of different methods of ML and DL used in papers published 

between 1992 and 2023. 
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